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Preface

This preface introduces the Advanced Microcontroller Bus Architecture (AMBA)
specification. It contains the following sections:

. About this document on page iv
. Feedback on page vii.
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About this document

This document isthe AMBA specification.

Intended audience

This document has been written to help experienced hardware and software engineers
to design modules that conform to the AMBA specification.

Organization

This document is organized into the following chapters:

Chapter 1

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Introduction to the AMBA Buses

Read this chapter for an overview of the AMBA buses.

AMBA Sgnals

Read this chapter for a description of the signals used by AMBA devices.
AMBA AHB

Read this chapter for an introduction to the AMBA Advanced High-
performance Bus.

AMBA ASB

Read this chapter for an introduction to the AMBA Advanced System
Bus.

AMBA APB

Read this chapter for an introduction to the AMBA Advanced Peripheral
Bus.

AMBA Test Methodol ogy

Read this chapter for an introduction to the test methodology used in
AMBA buses.
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Typographical conventions

The following typographical conventions are used in this document:

bold

italic

typewriter

typewriter

typewiter

typewiter

Highlights ARM processor signal nameswithin text, and interface
elements such as menu names. May also be used for emphasisin
descriptive lists where appropriate.

Highlights special terminology, cross-references and citations.

Denotes text that may be entered at the keyboard, such as
commands, file names and program names, and source code.

Denotes a permitted abbreviation for acommand or option. The
underlined text may be entered instead of the full command or
option name.

italic
Denotes argumentsto commands or functionswhere the argument
isto be replaced by a specific value.

bol d
Denotes language keywords when used outside example code.

ARM [HI 0011A
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Timing diagram conventions

Thismanual contains one or more timing diagrams. The following key explains the
components used in these diagrams. Any variations are clearly labelled when they
occur. Therefore, no additional meaning should be attached unless specifically stated.

Clock

HIGH to LOW

Transient

HIGH/LOW to HIGH

Bus stable

Bus to high impedance

Bus change

High impedance to stable bus

s

Key to timing diagram conventions

Shaded bus and signal areas are undefined, so the bus or signal can assume any value
within the shaded area at that time. The actual level is unimportant and does not affect
normal operation.
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Feedback
ARM Limited welcomes feedback both on AMBA and the AMBA specification.

Feedback on this document

If you have any comments on this document, please send email to er r at a@r m com
giving:

. the document title

. the document number

. the page number(s) to which your comments refer

. a concise explanation of your comments.

General suggestions for additions and improvements are also welcome.

Feedback on the AMBA Specification

If you have any comments or suggestions about this product, please contact your
supplier giving:

. the product name

. a concise explanation of your comments.
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viii © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Contents
AMBA Specification

Preface

ADOUL thiS AOCUMENT ... iv
FEEUDACK .....eeeeiiee et vii

Chapter 1 Introduction to the AMBA Buses

11 Overview of the AMBA SpecifiCation ..o 1-2
1.2 Objectives of the AMBA SPecCifiCation ..........ccoocveeiiiiiiiiiiniiie e 1-3
1.3 A typical AMBA-based mMiCroCONrOIlEr..........cceeiviieeiiiie i 1-4
1.4 Terminology .......cccoeceveevieeeiniee e

15 Introducing the AMBA AHB.....
1.6 Introducing the AMBA ASB....

1.7 Introducing the AMBA APB .........ooiiiiii e

1.8 Choosing the right bus for your SYyStem...........ccocceeiiiieiriii e 1-12

1.9 Notes on the AMBA SPECIfiCatioN..........ccovveeiiieeiriii e 1-14
Chapter 2 AMBA Signals

2.1 AMBA SIGNaAl NAMES......eiiiiiiiiiiie e e

2.2 AMBA AHB signal list
2.3 AMBA ASB signal list
2.4 AMBA APB signal list

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. ix



Chapter 3

Chapter 4

Chapter 5

AMBA AHB

3.1 ADOUE the AMBA AHB.......ooiiiiiieiie e 3-3
3.2 Bus interconnection

3.3 Overview of AMBA AHB OPEration ..........cueiiiiiieiiiieiiieee e 3-5
3.4 BaSIC traNSTEI.....ceiiiiiiiie s 3-6
35 TrANSTEN TYPE ..ot 3-9
3.6 BUISE OPEIALION ...ceiiiieiieie ettt eaee s 3-11
3.7 Control signals

3.8 AdAreSS AECOAING ....ueiieiiiiiiiie ettt 3-19
3.9 Slave transfer FESPONSES.......ciiiiiie ittt 3-20
3.10 Data buses

3.11 Arbitration ....................

3.12 Split transfers

3.13 RESEL et a e e e

3.14 About the AHB data bus Width............ccoccuiiiiiii e,

3.15 Implementing a narrow slave on a wider bus.....

3.16 Implementing a wide slave on a narrow bus

3.17 About the AHB AMBA components...................

3.18 AHB DUS SIAVE ...

3.19 AHB DUS MASEEN ...t

3.20 AHB arbiter

3.21 F Y 1= o [T o [ PP URT PP 3-57
AMBA ASB

4.1 ABOUL the AMBA ASB ... ..o

4.2 AMBA ASB description....

4.3 ASB transfers ..................

4.4 Address decode...............

4.5 TrANSTEI FESPONSE ....eiieiiiiiiiee ettt et e e e e e e

4.6 MUIti-MASEEr OPEAtION .....eeiiiieiiee et

4.7 Reset operation

4.8 Description 0f ASB SIgNalS ......cc.vviiiiiiiiiic e 4-25
4.9 About the ASB AMBA COMPONENES ....ccoiiiiiiieeiiiiiiiee ettt ee e ee e 4-46
4.10 ASB DUS SIAVE ...t 4-47
411 ASB DUS MASTE ...ttt e e e neeeee s 4-52
4.12 ASB decoder

4.13 ASB @IDITET ...
AMBA APB

5.1 ADOUL the AMBA APB ... ..ottt

5.2 APB specification.............cccceeeeeinnnenn.

53 About the APB AMBA components ...

5.4 APB bridge ......cccooviiiniiieiieeee e

5.5 APB SIAVE ...

5.6 Interfacing APB t0 AHB ........uoiiiii e

5.7 Interfacing APB t0 ASB ........ooiiiiiiiiiecceie e

5.8 Interfacing rev D APB peripherals to rev 2.0 APB

© Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Chapter 6 AMBA Test Methodology
6.1 About the AMBA test interface

6.2 EXIErNal INTEITACE .....cceeeeeeeeece et e
6.3 T ST VECION TYPES ... tieieie ettt e e ee e e e
6.4 Test interface CONLIOIET .........ooveeeeeeeee e e
6.5 The AHB Test Interface Controller................

6.6 Example AMBA AHB test sequences

6.7 The ASB test interface controller ..................

6.8 Example AMBA ASB test sequences

Index

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. Xi



Xii © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Chapter 1
Introduction to the AMBA Buses

This chapter introduces the Advanced Micraocontroller Bus Architecture (AMBA)
specification. The following sections are included:

. Overview of the AMBA specification on page 1-2

. Objectives of the AMBA specification on page 1-3

. A typical AMBA-based microcontroller on page 1-4
. Terminology on page 1-6

. Introducing the AMBA AHB on page 1-7

. Introducing the AMBA ASB on page 1-9

. Introducing the AMBA APB on page 1-10

. Choosing the right bus for your system on page 1-12
. Notes on the AMBA specification on page 1-14.
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Introduction to the AMBA Buses

1.1 Overview of the AMBA specification
The Advanced Microcontroller Bus Architecture (AMBA) specification defines an on-
chip communications standard for designing high-performance embedded
microcontrollers.
Three distinct buses are defined within the AMBA specification:
. the Advanced High-performance Bus (AHB)
. the Advanced System Bus (ASB)
. the Advanced Peripheral Bus (APB).
A test methodology is included with the AMBA specification which provides an
infrastructure for modular macrocell test and diagnostic access.

1.1.1  Advanced High-performance Bus (AHB)
The AMBA AHB is for high-performance, high clock frequency system modules.
The AHB acts as the high-performance sysbagkbone bus. AHB supports the
efficient connection of processors, on-chip memories and off-chip external memory
interfaces with low-power peripheral macrocell functions. AHB is also specified to
ensure ease of use in an efficient design flow using synthesis and automated test
techniques.

1.1.2  Advanced System Bus (ASB)
The AMBA ASB is for high-performance system modules.
AMBA ASB is an alternative system bus suitable for use where the high-performance
features of AHB are not required. ASB also supports the efficient connection of
processors, on-chip memories and off-chip external memory interfaces with low-power
peripheral macrocell functions.

1.1.3 Advanced Peripheral Bus (APB)
The AMBA APB is for low-power peripherals.
AMBA APB is optimized for minimal power consumption and reduced interface
complexity to support peripheral functions. APB can be used in conjunction with either
version of the system bus.

1-2 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Introduction to the AMBA Buses

1.2 Objectives of the AMBA specification

The AMBA specification has been derived to satisfy four key requirements:

to facilitate theright-first-time development of embedded microcontroller
products with one or more CPUs or signal processors

to betechnology-independent and ensure that highly reusable peripheral and
system macrocells can be migrated across a diverse range of IC processes and
appropriate for full-custom, standard cell and gate array technologies

to encouragenodular system design to improve processor independence,
providing a development road-map for advanced cached CPU cores and the
development of peripheral libraries

to minimize the silicon infrastructure required to support efficient on-chip and
off-chip communication for both operation and manufacturing test.

ARM [HI 0011A
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Introduction to the AMBA Buses

1.3 A typical AMBA-based microcontroller

An AMBA-based microcontroller typically consists of a high-performance system
backbone bus (AMBA AHB or AMBA ASB), able to sustain the external memory
bandwidth, on which the CPU, on-chip memory and other Direct Memory Access
(DMA) devicesreside. This bus provides a high-bandwidth interface between the
elements that are involved in the mgjority of transfers. Also located on the high-
performance busisabridge to the lower bandwidth APB, where most of the peripheral
devicesin the system are located (see Figure 1-1).

High-performance High-bandwidth
ARM processor on-chip RAM

B UART Timer
. . R
High-bandwidth AHB or ASB | APB
External Memory D
Interface
G
E Keypad PIO
DMA bus
master AHB to APB Bridge
or
ASB to APB Bridge
AMBA AHB AMBA ASB AMBA APB
* High performance * High performance * Low power
* Pipelined operation * Pipelined operation * Latched address and control
* Multiple bus masters * Multiple bus masters * Simple interface
* Burst transfers * Suitable for many peripherals

* Split transactions

Figure 1-1 A typical AMBA system

AMBA APB providesthe basic peripheral macrocell communicationsinfrastructure as
a secondary bus from the higher bandwidth pipelined main system bus. Such
peripheralstypically:

. have interfaces which are memory-mapped registers

. have no high-bandwidth interfaces

. are accessed under programmed control.

1-4
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Introduction to the AMBA Buses

The external memory interfaceis application-specific and may only have anarrow data
path, but may also support atest access mode which allows the internal AMBA AHB,
ASB and APB modules to be tested in isolation with system-independent test sets.

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. 1-5



Introduction to the AMBA Buses

1.4 Terminology

The following terms are used throughout this specification.

Buscycle

Bustransfer

Burst operation

A bus cycleisabasic unit of one bus clock period and for the
purpose of AMBA AHB or APB protocol descriptionsis defined
from rising-edge to rising-edge transitions. An ASB buscycleis
defined from falling-edge to falling-edge transitions. Bus signal
timing is referenced to the bus cycle clock.

An AMBA ASB or AHB bustransfer isaread or write operation
of adata object, which may take one or more bus cycles. The bus
transfer is terminated by a completion response from the
addressed slave.

The transfer sizes supported by AMBA ASB include byte (8-bit),
halfword (16-bit) and word (32-bit). AMBA AHB additionally
supports wider data transfers, including 64-bit and 128-bit
transfers. An AMBA APB bustransfer isaread or write operation
of adata object, which always requires two bus cycles.

A burst operation is defined as one or more data transactions,
initiated by a bus master, which have a consistent width of
transaction to an incremental region of address space. The
increment step per transaction is determined by the width of
transfer (byte, halfword, word). No burst operation is supported
on the APB.

1-6
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Introduction to the AMBA Buses

1.5 Introducing the AMBA AHB

AHB isanew generation of AMBA buswhich isintended to address the requirements
of high-performance synthesizable designs. It is a high-performance system bus that
supports multiple bus masters and provides high-bandwidth operation.

AMBA AHB implements the features required for high-performance, high clock
frequency systemsincluding:

. burst transfers

. split transactions

. single-cycle bus master handover

. single-clock edge operation

. non-tristate implementation

. wider data bus configurations (64/128 bits).

Bridging between this higher level of bus and the current ASB/APB can be done
efficiently to ensure that any existing designs can be easily integrated.

An AMBA AHB design may contain one or more bus masters, typically a system would
contain at least the processor and test interface. However, it would also be common fo
aDirect Memory Access (DMA) or Digital Signal Processor (DSP) to be included as

bus masters.

The external memory interface, APB bridge and any internal memory are the most
common AHB slaves. Any other peripheral in the system could also be included as ar
AHB slave. However, low-bandwidth peripherals typically reside on the APB.

A typical AMBA AHB system design contains the following components:

AHB master A bus master is able to initiate read and write operations by
providing an address and control information. Only one bus
master is allowed to actively use the bus at any one time.

AHB dlave A bus slave responds to a read or write operation within a given
address-space range. The bus slave signals back to the active
master the success, failure or waiting of the data transfer.

AHB arbiter The bus arbiter ensures that only one bus master at a time is
allowed to initiate data transfers. Even though the arbitration
protocol is fixed, any arbitration algorithm, suchhighest
priority orfair access can be implemented depending on the
application requirements.

An AHB would include only one arbiter, although this would be
trivial in single bus master systems.

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. 1-7



Introduction to the AMBA Buses

AHB decoder

The AHB decoder is used to decode the address of each transfer
and provide a select signal for the slave that isinvolved in the
transfer.

A single centralized decoder is required in all AHB
implementations.

1-8 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Introduction to the AMBA Buses

1.6 Introducing the AMBA ASB

ASB isthefirst generation of AMBA system bus. ASB sits above the current APB and
implements the features required for high-performance systems including:

. burst transfers
. pipelined transfer operation
. multiple bus master.

A typical AMBA ASB system may contain one or more bus masters. For example, at
least the processor and test interface. However, it would also be commairfecta
Memory Access (DMA) or Digital Sgnal Processor (DSP) to be included as bus
masters.

The external memory interface, APB bridge and any internal memory are the most
common ASB slaves. Any other peripheral in the system could also be included as ar
ASB slave. However, low-bandwidth peripherals typically reside on the APB.

An AMBA ASB system design typically contains the following components:

ASB master A bus master is able to initiate read and write operations by
providing an address and control information. Only one bus
master is allowed to actively use the bus at any one time.

ASB dave A bus slave responds to a read or write operation within a given
address-space range. The bus slave signals back to the active
master the success, failure or waiting of the data transfer.

ASB decoder The bus decoder performs the decoding of the transfer addresses
and selects slaves appropriately. The bus decoder also ensures tha
the bus remains operational when no bus transfers are required.

A single centralized decoder is required in all ASB
implementations.

ASB arbiter The bus arbiter ensures that only one bus master at a time is
allowed to initiate data transfers. Even though the arbitration
protocol is fixed, any arbitration algorithm, suchhighest
priority orfair access can be implemented depending on the
application requirements.

An ASB would include only one arbiter, although this would be
trivial in single bus master systems.
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Introduction to the AMBA Buses

1.7

Introducing the AMBA APB

The APB is part of the AMBA hierarchy of buses and is optimized for minimal power
consumption and reduced interface complexity.

The AMBA APB appearsasalocal secondary busthat isencapsulated asasingle AHB
or ASB slave device. APB provides alow-power extension to the system bus which
builds on AHB or ASB signals directly.

The APB bridge appears as a slave modul e which handles the bus handshake and
control signal retiming on behalf of the local peripheral bus. By defining the APB
interface from the starting point of the system bus, the benefits of the system diagnostics
and test methodology can be exploited.

The AMBA APB should be used to interface to any peripherals which are low
bandwidth and do not require the high performance of a pipelined bus interface.

The latest revision of the APB is specified so that al signal transitions are only related
to the rising edge of the clock. Thisimprovement ensures the APB peripheral s can be
integrated easily into any design flow, with the following advantages:

. high-frequency operation easier to achieve

. performance is independent of the mark-space ratio of the clock

. static timing analysis is simplified by the use of a single clock edge
. no special considerations are required for automatic test insertion

. manyApplication Specific Integrated Circuit (ASIC) libraries have a better
selection of rising edge registers

. easy integration with cycle-based simulators.
These changes to the APB also make it simpler to interface it to the new AHB.

An AMBA APB implementation typically contains a single APB bridge which is

required to convert AHB or ASB transfers into a suitable format for the slave devices
on the APB. The bridge provides latching of all address, data and control signals, as
well as providing a second level of decoding to generate slave select signals for the APB

peripherals.

All other modules on the APB are APB slaves. The APB slaves have the following

interface specification:

. address and control valid throughout the access (unpipelined)

1-10
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Introduction to the AMBA Buses

. zero-power interface during non-peripheral bus activity (peripheral bus is static
when not in use)

. timing can be provided by decode with strobe timing (unclocked interface)

. write data valid for the whole access (allowing glitch-free transparent latch
implementations).
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Introduction to the AMBA Buses

1.8 Choosing the right bus for your system

Before deciding on which bus or buses you should use in your system, you should
consider the following:

. Choice of system bus
. System bus and peripheral bus
. When to use AMBA AHB/ASB or APB on page 1-13

1.8.1  Choice of system bus

Both AMBA AHB and ASB are available for use as the main system bus. Typically the
choice of system bus will depend on the interface provided by the system modules
required.

The AHB is recommended for all new designs, not only because it provides a higher-
bandwidth solution, but also because the single-clock-edge protocol results in a
smoother integration with design automation tools used during a typical ASIC
development.

1.8.2  System bus and peripheral bus

Building all peripherals as fully functional AHB or ASB modules is feasible but may
not always be desirable:

. In designs with a large number of peripheral macrocells the increased bus
loading may increase power dissipation and sacrifice performance.

. Where timing analysis is required, the slowest element on the bus will limit the
maximum performance.

. Many simple peripheral macrocells need latched addresses and control signals as
opposed to the high-bandwidth macrocells which benefit from pipelined
signalling.

. Many peripheral functions simply require a selectwabe which conveys
macrocell selection and read/write bus operation, without the requirement to
broadcast the high-frequency clock signal to every peripheral.

1-12 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Introduction to the AMBA Buses

1.8.3 When to use AMBA AHB/ASB or APB

A full AHB or ASB interfaceis used for:

. bus masters

. on-chip memory blocks

. external memory interfaces

. high-bandwidth peripherals with FIFO interfaces
. DMA slave peripherals.

A simple APB interface is recommended for:

. simple register-mapped slave devices

. very low power interfaces where clocks cannot be globally routed
. grouping narrow-bus peripherals to avoid loading the system bus.

ARM [HI 0011A
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Introduction to the AMBA Buses

1.9 Notes on the AMBA specification

The following points should be considered when reading the AMBA specification:
. Technol ogy independence

. Electrical characteristics

. Timing specification.

1.9.1 Technology independence
AMBA is a technology-independent on-chip protocol. The specification only details the
bus protocol at the clock cycle level.

1.9.2 Electrical characteristics

No information regarding the electrical characteristics is supplied within the AMBA
specification as this will be entirely dependent on the manufacturing process
technology that is selected for the design.

1.9.3 Timing specification

The AMBA protocol defines the behavior of various signals at the cycle level. The exact
timing requirements will depend on the process technology used and the frequency of
operation.

Because the exact timing requirements are not defined by the AMBA protocol, the
system integrator is given maximum flexibility in allocating the signal timing budget
amongst the various modules on the bus.

1-14 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Chapter 2
AMBA Signals

This chapter introduces the AMBA signals. It contains the following sections:
. AMBA signal names on page 2-2

. AMBA AHB signal list on page 2-3

. AMBA ASB signal list on page 2-6

. AMBA APB signal list on page 2-8.
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AMBA Signals

2.1

211

21.2

2.1.3

AMBA signal names

All AMBA signals are named such that the first letter of the name indicates which bus
the signal is associated with. A lower case n in the signal name indicates that the signal
isactive LOW, otherwise signal names are aways all upper case.

Test signalshave aprefix T regardless of the bustype. Moreinformation on test signals
can be found in Chapter 6 AMBA Test Methodol ogy.

AHB signal prefixes
H indicates an AHB signal.

For example, HREADY isthe signal used to indicate that the data portion of an AHB
transfer can complete. It is active HIGH.

ASB signal prefixes
A isaunidirectional signal between ASB bus masters and the arbiter
B isan ASB signal
D isaunidirectional ASB decoder signal.

For example, BhRES isthe ASB reset signal. It is active LOW.
APB signal prefixes
P indicates an APB signal.

For example, PCLK isthe main clock used by the APB.

2-2
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2.2 AMBA AHB signal list

AMBA Signals

This section contains an overview of the AMBA AHB signals (see Table 2-1). A full
description of each of the signals can be found in later sections of this document.

All signals are prefixed with the letter H, ensuring that the AHB signals are
differentiated from other similarly named signalsin a system design.

Table 2-1 AMBA AHB signals

Name Source Description

HCLK Clock source This clock times al bustransfers. All signal

Bus clock timings are related to the rising edge of HCLK.

HRESETnNn Reset controller  The bus reset signal is active LOW and isused to

Reset reset the system and the bus. Thisis the only active
LOW signd.

HADDRJ[31:0] Master The 32-bit system address bus.

Address bus

HTRANS[1:0] Master Indicates the type of the current transfer, which can

Transfer type be NONSEQUENTIAL, SEQUENTIAL, IDLE or
BUSY.

HWRITE Master When HIGH this signal indicates a write transfer

Transfer direction and when LOW aread transfer.

HSIZE[2:0] Master Indicates the size of the transfer, which is typically

Transfer size byte (8-hit), halfword (16-bit) or word (32-bit). The
protocol allowsfor larger transfer sizesup to a
maximum of 1024 bits.

HBURST[2:0] Master Indicates if the transfer forms part of a burst. Four,

Burst type eight and sixteen beat bursts are supported and the
burst may be either incrementing or wrapping.

HPROTI[3:0] Master The protection control signals provide additional

Protection control

information about a bus access and are primarily
intended for use by any module that wishes to
implement some level of protection.

The signasindicate if the transfer is an opcode
fetch or data access, as well asif the transfer isa
privileged mode access or user mode access. For
bus masters with a memory management unit these
signals also indicate whether the current accessis
cachesble or bufferable.
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AMBA Signals

Table 2-1 AMBA AHB signals (continued)

Name Source Description
HWDATA[31:0] Master The write data busis used to transfer data from the
Write data bus master to the bus slaves during write operations. A
minimum data bus width of 32 bitsis
recommended. However, this may easily be
extended to allow for higher bandwidth operation.
HSELx Decoder Each AHB dave hasits own slave select signal and
Slave select this signal indicates that the current transfer is
intended for the selected slave. Thissignal is
simply acombinatorial decode of the address bus.
HRDATA[31:0] Slave The read data bus is used to transfer data from bus
Read data bus slaves to the bus master during read operations. A
minimum data bus width of 32 bitsis
recommended. However, this may easily be
extended to allow for higher bandwidth operation.
HREADY Slave When HIGH the HREADY signal indicates that a
Transfer done transfer has finished on the bus. This signal may be
driven LOW to extend a transfer.
Note: Slaves on the bus require HREADY as both
an input and an output signal.
HRESP[1:0] Slave The transfer response provides additional

Transfer response

information on the status of a transfer.
Four different responses are provided, OKAY,
ERROR, RETRY and SPLIT.
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AMBA Signals

AMBA AHB also has a number of signals required to support multiple bus master
operation (see Table 2-2). Many of these arbitration signals are dedicated point to point
links and in Table 2-2 the suffix x indicates the signal isfrom module X. For example
there will be a number of HBUSREQXx signalsin a system, such as HBUSREQar m,
HBUSREQdma and HBUSREQic.

Table 2-2 Arbitration signals

Name Source Description
HBUSREQx Master A signal from bus master x to the bus arbiter which
Bus request indicates that the bus master requires the bus. Thereisan

HBUSREQX signal for each bus master in the system, up to
amaximum of 16 bus masters.

HLOCKXx Master When HIGH this signal indicates that the master requires
Locked transfers locked access to the bus and no other master should be
granted the bus until thissignal is LOW.

HGRANTXx Arbiter  Thissignal indicates that bus master x is currently the

Bus grant highest priority master. Ownership of the address/control
signals changes at the end of atransfer when HREADY is
HIGH, so a master gets access to the bus when both
HREADY and HGRANTX are HIGH.

HMASTER[3:0] Arbiter These signals from the arbiter indicate which bus master is
Master number currently performing atransfer and is used by the slaves
which support SPLIT transfers to determine which master
is attempting an access.
Thetiming of HM ASTER is aligned with the timing of the
address and control signals.

HMASTLOCK Arbiter Indicates that the current master is performing alocked
L ocked sequence sequence of transfers. Thissignal hasthe sametiming asthe
HMASTER signal.

HSPLITxX[15:0] Slave This 16-bit split busis used by aslave to indicate to the
Split completion (SPLIT-  arbiter which bus masters should be allowed to re-attempt a
request capable)  split transaction.

Each bit of this split bus corresponds to a single bus master.
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2.3 AMBA ASB signal list

Table 2-3 liststhe AMBA ASB signals.

Table 2-3 AMBA ASB signals

Name Description

AGNTX A signal from the bus arbiter to a bus master x which indicates that the

Bus grant bus master will be granted the bus when BWAIT isLOW. Thereisan
AGNTx signal for each bus master in the system, aswell asan
associated bus request signal, AREQX.

AREQX A signal from bus master x to the bus arbiter which indicates that the

Bus request bus master requires the bus. Thereis an AREQx signal for each bus
master in the system, aswell as an associated bus grant signal, AGNTX.

BA[31:0] The system address bus, which is driven by the active bus master.

Address bus

BCLK This clock times all bus transfers. Both the LOW phase and HIGH

Bus clock phase of BCLK are used to control transfers on the bus.

BD[31:0] Thisisthe bidirectional system data bus. The data busis driven by the

Data bus current bus master during write transfers and by the selected bus slave
during read transfers.

BERROR A transfer error isindicated by the selected bus dave using the

Error response

BERROR signal. When BERROR is HIGH atransfer error has
occurred, when BERROR is LOW then the transfer is successful. This
signal is also used in combination with the BLAST signal to indicate a
bus retract operation.

When no slave is selected this signal is driven by the bus decoder.

BLAST Thissignal is driven by the selected bus slave to indicate if the current
Last response transfer should be the last of a burst sequence. When BLAST isHIGH
the decoder must allow sufficient time for address decoding. When
BLAST isLOW, the next transfer may continue a burst sequence. This
signal isalso used in combination with the BERROR signd to indicate
abus retract operation.
When no slave is selected this signal is driven by the bus decoder.
BLOK When HIGH this signal indicates that the current transfer and the next
Locked transfers ~ transfer are to beindivisible and no other bus master should be given
accessto the bus. Thissignal is used by the bus arbiter.
Thissignal is driven by the active bus master.
BnRES The bus reset signal is active LOW and is used to reset the system and
Reset the bus. Thisisthe only active LOW signal.

© Copyright ARM Limited 1999. All rights reserved.
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Table 2-3 AMBA ASB signals (continued)

Name

Description

BPROT[1:0]
Protection control

The protection control signals provide additional information about a
bus access and are primarily intended for use by a bus decoder when
acting as abasic protection unit. The signalsindicate if the transfer is
an opcode fetch or data access, as well asif the transfer isa privileged
mode access or user mode access. The signals are driven by the active
bus master and have the same timing as the address bus.

BSIZE[1:0] The transfer size signals indicate the size of the transfer, which may be
Transfer size byte, hafword or word.
The signals are driven by the active bus master and have the same
timing as the address bus.
BTRAN[1:0] These signals indicate the type of the next transaction, which may be
Transfer type ADDRESS-ONLY, NONSEQUENTIAL or SEQUENTIAL. These
signals are driven by a bus master when the appropriate AGNTx signal
is asserted.
BWAIT Thissignal isdriven by the selected bus dlave to indicate if the current
Wait response transfer may complete. If BWAIT isHIGH afurther buscycleis
reguired, if BWAIT is LOW then the transfer may complete in the
current bus cycle.
When no slave is selected this signal is driven by the bus decoder.
BWRITE When HIGH this signal indicates awrite transfer and when LOW a

Transfer direction

read transfer. Thissignal is driven by the active bus master and has the
same timing as the address bus.

DSELx
Slave select

A signa from the bus decoder to a bus slave x which indicates that the
slave device is selected and a data transfer isrequired. Thereisa
DSELx signa for each ASB bus dave.

ARM [HI 0011A
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2.4 AMBA APB signal list

All AMBA APB signals use the single letter P prefix. Some APB signals, such asthe
clock, may be connected directly to the system bus equivalent signal.

Table 2-4 showsthelist of AMBA APB signal names, along with a description of how
each of the signalsis used.

Table 2-4 AMBA APB signals

Name Description

PCLK Therising edge of PCLK isused to time all transfers on the
Bus clock APB.

PRESETn The APB bus reset signal is active LOW and this signal will
APB reset normally be connected directly to the system bus reset signal.

PADDR[31:0]

Thisisthe APB address bus, which may be up to 32-bits wide

APB address bus and isdriven by the peripheral bus bridge unit.

PSEL x A signal from the secondary decoder, within the peripheral bus

APB select bridge unit, to each peripheral bus slave x. This signal indicates
that the lave deviceis selected and a data transfer is required.
ThereisaPSEL x signal for each bus dave.

PENABLE This strobe signal is used to time all accesses on the peripheral

APB strobe bus. The enable signal is used to indicate the second cycle of an
APB transfer. Therising edge of PENABL E occursin themiddle
of the APB transfer.

PWRITE When HIGH this signal indicates an APB write access and when

APB transfer direction

LOW aread access.

PRDATA

APB read data bus

The read data busis driven by the selected slave during read
cycles (when PWRITE isLOW). The read data bus can be up to
32-bitswide.

PWDATA

APB write data bus

The write data bus is driven by the peripheral bus bridge unit
during write cycles (when PWRITE is HIGH). The write data
bus can be up to 32-bits wide.

2-8
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Chapter 3
AMBA AHB

This chapter describes the Advanced High-performance Bus (AHB) architecture. It

contains the following sections:

About the AMBA AHB on page 3-3

Bus interconnection on page 3-4

Overview of AMBA AHB operation on page 3-5

Basic transfer on page 3-6

Transfer type on page 3-9

Burst operation on page 3-11

Control signals on page 3-17

Address decoding on page 3-19

Save transfer responses on page 3-20

Data buses on page 3-25

Arbitration on page 3-28

Solit transfers on page 3-35

Reset on page 3-40

About the AHB data bus width on page 3-41
Implementing a narrow slave on a wider bus on page 3-42
Implementing a wide slave on a narrow bus on page 3-43

ARM [HI 0011A
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. About the AHB AMBA components on page 3-44
. AHB bus slave on page 3-45

. AHB bus master on page 3-49

. AHB decoder on page 3-57

. AHB arbiter on page 3-53.
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3.1 About the AMBA AHB

AHB isanew generation of AMBA buswhich isintended to address the requirements
of high-performance synthesizable designs. AMBA AHB isanew level of buswhich
sits above the APB and implements the features required for high-performance, high
clock frequency systemsincluding:

. burst transfers

. split transactions

. single cycle bus master handover

. single clock edge operation

. non-tristate implementation

. wider data bus configurations (64/128 bits).

3.1.1 Atypical AMBA AHB-based microcontroller

An AMBA-based microcontroller typically consists of a high-performance system
backbone bus, able to sustain the external memory bandwidth, on which the CPU and
otherDirect Memory Access (DMA) devices reside, plus a bridge to a narrower APB
bus on which the lower bandwidth peripheral devices are located. Figure 3-1 shows
both AHB and APB in a typical AMBA system.

High-performance High-bandwidth

ARM processor on-chip RAM
| | B | | UART || Timer |
R
High-bandwidth AHB I APB
Memory Interface D
G
E| | Keypad || PO |
DMA bus
master AHB to APB Bridge
AMBA Advanced High-performance Bus (AHB) AMBA Advanced Peripheral Bus (APB)
* High performance * Low power
* Pipelined operation * Latched address and control
* Burst transfers * Simple interface
* Multiple bus masters * Suitable for many peripherals

* Split transactions

Figure 3-1 A typical AMBA AHB-based system
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3.2 Bus interconnection
The AMBA AHB bus protocol is designed to be used with a central multiplexor
interconnection scheme. Using this scheme all bus masters drive out the address and
control signals indicating the transfer they wish to perform and the arbiter determines
which master has its address and control signals routed to all of the laves. A central
decoder is also required to control the read data and response signal multiplexor, which
selects the appropriate signals from the slave that is involved in the transfer.
Figure 3-2 illustrates the structure required to implement an AMBA AHB design with
three masters and four slaves.
Arbiter
HADDR
HADDR HWDATA Slave
Master | HWDATA HRDATA #1
#1
HRDATA
HADDR
HADDR HWDATA Slave
#2
Master | HWDATA Address and HRDATA
#2 control mux
HRDATA
HADDR
HADDR HWDATA Slave
Master | HWDATA Write data mux HRDATA #3
#3
HRDATA Read data mux
HADDR
HWDATA | Slave
#4
HRDATA
Decoder
Figure 3-2 Multiplexor interconnection
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3.3 Overview of AMBA AHB operation

Before an AMBA AHB transfer can commence the bus master must be granted access
to the bus. This processis started by the master asserting arequest signal to the arbiter.
Then the arbiter indicates when the master will be granted use of the bus.

A granted bus master startsan AMBA AHB transfer by driving the address and control
signals. These signals provide information on the address, direction and width of the
transfer, aswell asanindicationif thetransfer forms part of aburst. Two different forms
of burst transfers are allowed:

. incrementing bursts, which do not wrap at address boundaries

. wrapping bursts, which wrap at particular address boundaries.

A write data bus is used to move data from the master to a slave, while a read data bt
is used to move data from a slave to the master.

Every transfer consists of:
. an address and control cycle
. one or more cycles for the data.

The address cannot be extended and therefore all slaves must sample the address dur
this time. The data, however, can be extended usindREADY signal. When LOW

this signal causes wait states to be inserted into the transfer and allows extra time for tt
slave to provide or sample data.

During a transfer the slave shows the status using the response sIGRESS[1:0]:

OKAY The OKAY response is used to indicate that the transfer is
progressing normally and whetREADY goes HIGH this shows
the transfer has completed successfully.

ERROR The ERROR response indicates that a transfer error has occurrec
and the transfer has been unsuccessful.

RETRY and SPLIT Both the RETRY and SPLIT transfer responses indicate that the
transfer cannot complete immediately, but the bus master should
continue to attempt the transfer.

In normal operation a master is allowed to complete all the transfers in a particular burs
before the arbiter grants another master access to the bus. However, in order to avoi
excessive arbitration latencies it is possible for the arbiter to break up a burst and in suc
cases the master must re-arbitrate for the bus in order to complete the remaining
transfers in the burst.

ARM [HI 0011A
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3.4 Basic transfer

An AHB transfer consists of two distinct sections:
. The address phase, which lasts only a single cycle.

. The data phase, which may require several cycles. This is achieved using the
HREADY signal.

Figure 3-3 shows the simplest transfer, one with no wait states.

Address phase Data phase

[
L |

A
A\

HCLK

HADDR[31:0] A ><:><
Control ><:><
Data
(A)
Data
(A)

Figure 3-3 Simple transfer

Control

HWDATA[31:0]

HREADY

HRDATA[31:0]

Sisi-tone
SARER

In a simple transfer with no wait states:

. The master drives the address and control signals onto the bus after the rising
edge ofHCLK.

. The slave then samples the address and control information on the next rising
edge of the clock.
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HCLK

HADDR([31:0]

Control

HWDATA[31:0]

HREADY

HRDATA[31:0]

AMBA AHB

. After the slave has sampled the address and control it can start to drive the
appropriate response and this is sampled by the bus master on the third rising
edge of the clock.

This simple example demonstrates how the address and data phases of the transfer oc
during different clock periods. In fact, the address phase of any transfer occurs during
the data phase of the previous transfer. This overlapping of address and data is
fundamental to the pipelined nature of the bus and allows for high performance
operation, while still providing adequate time for a slave to provide the response to a
transfer.

A slave may insert wait states into any transfer, as shown in Figure 3-4, which extends
the transfer allowing additional time for completion.

Address phase Data phase
B e —

RN Y o
o — ; oc
XX \ \

S S S 5

For write operations the bus master will hold the data stable throughout the extended
cycles.

For read transfers the slave does not have to provide valid data until the transfer is abol
to complete.

ARM [HI 0011A
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When atransfer is extended in thisway it will have the side-effect of extending the
address phase of the following transfer. Thisisillustrated in Figure 3-5 which shows
three transfers to unrelated addresses, A, B & C.

HCLK J

HADDR[31:0] A B c
Control Control Control
Control (A) (B) (©)
HWDATA[31:0] Ezit)a 3;33 [th)a
HREADY / \
Data Data Data
HRDATA[31:0] (A) (B) (©)
Figure 3-5 Multiple transfers
In Figure 3-5:

. the transfers to addresses A and C are both zero wait state
. the transfer to address B is one wait state

. extending the data phase of the transfer to address B has the effect of extending
the address phase of the transfer to address C.
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3.5 Transfer type

Every transfer can be classified into one of four different types, asindicated by the
HTRANS[1:0] signals as shown in Table 3-1.

Table 3-1 Transfer type encoding

HTRANS[1:0] Type Description

00 IDLE Indicates that no data transfer isrequired. The IDLE transfer typeis used when a bus
master is granted the bus, but does not wish to perform a data transfer.
Slaves must always provide a zero wait state OKAY response to IDLE transfers and the
transfer should be ignored by the dave.

01 BUSY The BUSY transfer type allows bus mastersto insert IDLE cyclesin the middle of bursts
of transfers. Thistransfer type indicates that the bus master is continuing with a burst of
transfers, but the next transfer cannot take place immediately. When a master usesthe
BUSY transfer type the address and control signals must reflect the next transfer in the
burst.

The transfer should beignored by the slave. Slaves must always provide azero wait state
OKAY response, in the same way that they respond to IDLE transfers.

10 NONSEQ Indicatesthefirst transfer of aburst or asingle transfer. The address and control signals
are unrelated to the previous transfer.
Single transfers on the bus are treated as bursts of one and therefore the transfer typeis
NONSEQUENTIAL.

11 SEQ The remaining transfersin aburst are SEQUENTIAL and the address is related to the
previous transfer. The control information is identical to the previous transfer. The
addressis equal to the address of the previous transfer plus the size (in bytes). In the
case of awrapping burst the address of the transfer wraps at the address boundary equal
to the size (in bytes) multiplied by the number of beatsin the transfer (either 4, 8 or 16).
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HCLK

HTRANS[1:0]

HADDR[31:0]

HBURST[2:0]

HWDATA[31:0]

HREADY

HRDATA[31:0]

Figure 3-6 shows a number of different transfer types being used.

T T2 T3 T4 T5 T6 T7 T8

I I I I I I I
BUSY >O< SEQ
0x24 >O< 0x24

INCR

NONSEQ SEQ

0x28 >O< 0x2C

SEQ

<
<
S

0x20

=
=

(0x28) (0x2C

N = == s

X
N7

V V

at
0x2!

=A=SEsS

XX
XX
XX

X oaa(X | )
V V
X X

i

ata
0x2

Figure 3-6 Transfer type examples

In Figure 3-6:

The first transfer is the start of a burst and therefore is NONSEQUENTIAL.

The master is unable to perform the second transfer of the burst immediately and
therefore the master uses a BUSY transfer to delay the start of the next transfer.
In this example the master only requires one cycle before it is ready to start the
next transfer in the burst, which completes with no wait states.

The master performs the third transfer of the burst immediately, but this time the
slave is unable to complete and usEEADY to insert a single wait state.

The final transfer of the burst completes with zero wait states.

3-10
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3.6 Burst operation

Four, eight and sixteen-beat bursts are defined in the AMBA AHB protocol, aswell as
undefined-length bursts and single transfers. Both incrementing and wrapping bursts
are supported in the protocol:

. Incrementing bursts access sequential locations and the address of each transf
in the burst is just an increment of the previous address.

. For wrapping bursts, if the start address of the transfer is not aligned to the total
number of bytes in the burst (size x beats) then the address of the transfers in th
burst will wrap when the boundary is reached. For example, a four-beat
wrapping burst of word (4-byte) accesses will wrap at 16-byte boundaries.
Therefore, if the start address of the transfer is 0x34, then it consists of four
transfers to addresses 0x34, 0x38, 0x3C and 0x30.

Burst information is provided usintgBURST[2:0] and the eight possible types are
defined in Table 3-2.

Table 3-2 Burst signal encoding

HBURST[2:0] Type Description

000 SINGLE Single transfer

001 INCR Incrementing burst of unspecified length
010 WRAP4 4-beat wrapping burst

011 INCR4 4-beat incrementing burst

100 WRAPS 8-beat wrapping burst

101 INCRS8 8-beat incrementing burst

110 WRAP16 16-beat wrapping burst

111 INCR16 16-beat incrementing burst

Bursts must not cross a 1kB address boundary. Therefore it is important that masters ¢
not attempt to start a fixed-length incrementing burst which would cause this boundary
to be crossed.

It is acceptable to perform single transfers using an unspecified-length incrementing
burst which only has a burst of length one.

ARM [HI 0011A
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An incrementing burst can be of any length, but the upper limit is set by the fact that the
address must not cross a 1kB boundary

Note
The burst size indicates the number of beats in the burst, not the number of bytes
transferred. The total amount of data transferred in a burst is calculated by multiplying
the number of beats by the amount of datain each beat, as indicated by HSIZE[2:0].

All transfers within aburst must be aligned to the address boundary equal to the size of
the transfer. For example, word transfers must be aligned to word address boundaries

(that isA[1:0] = 00), halfword transfers must be aligned to halfword addressboundaries
(that isA[0] = 0).

3.6.1 Early burst termination

There are certain circumstances when a burst will not be allowed to complete and
thereforeit isimportant that any slave design which makes use of the burst information
can take the correct course of action if the burst is terminated early. The slave can
determine when a burst has terminated early by monitoring the HTRANS signals and
ensuring that after the start of the burst every transfer is labelled as SEQUENTIAL or
BUSY. If aNONSEQUENTIAL or IDLE transfer occurs then thisindicates that anew
burst has started and therefore the previous one must have been terminated.

If abus master cannot complete a burst because it |oses ownership of the bus then it
must rebuild the burst appropriately when it next gains access to the bus. For example,
if amaster has only completed one beat of a four-beat burst then it must use an
undefined-length burst to perform the remaining three transfers.

Examples are shown on the following pages:

. Figure 3-7 shows Bour-beat wrapping burst on page 3-13

. Figure 3-8 shows Bour-beat incrementing burst on page 3-14

. Figure 3-9 shows aBight-beat wrapping burst on page 3-15

. Figure 3-10 shows afight-beat incrementing burst on page 3-15
. Figure 3-11 showbIndefined-length bursts on page 3-16.
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The examplein Figure 3-7 shows afour-beat wrapping burst with await state added for
the first transfer.

HCLK I I I I I I

HTRANS[1:0] NONSEQ

=

SEQ

=

SEQ

=

SEQ

HADDR[31:0] 0x38

=

0x3C

-

0x30

=

0x34

HBURST[2:0] WRAP4

HSTZVIé?ZIT()E] Control for byrst
HPROT[3:0] — SIZE = word

Data

HWDATA[31:0] (0x34)

Data Data Data
><:>< (0x38) (0x3C ><:>< (0x30),
X xDatiX XDat:X xDat

0x38 0x3C, 0x3!

Figure 3-7 Four-beat wrapping burst

HREADY

§§<§§§§IE§E§E§
NS0 s==s=
SASSE=RSsS

HRDATA[31:0]

Dat
0x3:

Asthe burst is afour-beat burst of word transfers the address will wrap at 16-byte
boundaries, hencethetransfer to address 0x3Cisfollowed by atransfer to address 0x30.
The only difference with the incrementing burst, shown in Figure 3-8 on page 3-14, is
that the addresses continue past the 16-byte boundary.
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HCLK
HTRANSI[1:0]
HADDR[31:0]
HBURST[2:0]
HWRITE
HSIZE[2:0]
HPROT([3:0]

HWDATA[31:0]

HREADY

HRDATA[31:0]

X

T1 T2 T3 T4 T5 T6 7
| | | | | |

:}O( NONSEQ >O< sEQ >O< sEQ >O< SEQ

:}O( 0x38 >O< 0x3C >O< 0x40 >O< 0xd4

INCR4

Control for burst
SIZE = Word

S < 5 2

Data
(0x38)

Data Data Data
(0x3C (0x40) (0x44)

X
X
V
X

1/

V V V

ok

SASSEER R

Data Data Data Dat:
0x38 0x3C, 0x4 0x4-

=5

Figure 3-8 Four-beat incrementing burst
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HCLK
HTRANSI1:0]
HADDR([31:0]
HBURST[2:0]

HWRITE
HSIZE[2:0]
HPROT[3:0]
HWDATA[31:0]

HREADY

HRDATA[31:0]

HCLK
HTRANS[1:0]
HADDR[31:0]
HBURST[2:0]

HWRITE
HSIZE[2:0]
HPROT[3:0]
HWDATA[31:0]

HREADY

HRDATA[31:0]

The example in Figure 3-9 is an eight-beat burst of word transfers.

T T2

T3

T4

T5

T6

T7

T8

T9 T

AMBA AHB

o

|

\

Contf
SiZ

ol for burst
E = Word

_ XX O omD X o,

Data
(0x3C

Data Data Data
=) )

Data
(0x2C

Data
(0x30)

XX
XX
XX
XX
X

oKX

Dat:
0x34,

Dat:
0x3

Dat:
0x3

X

Dat:
0x2

Dat:
0x24,

Dat:
0x2

Dat:
0x2

SASESESsS

Dat:
0x3

Figure 3-9 Eight-beat wrapping burst

The address will wrap at 32-byte boundaries and therefore address 0x3C isfollowed by

0x20.

Theburst in Figure 3-10 uses halfword transfers, so the addresses increase by 2 and the
burst isincrementing so the addresses continue to increment past the 16-byte boundary.

T T2

T3

T4

T5

T6

T7

T8

T9 T10

L

Contf
SIZE

ol for burst
= Halfword

_ XX | =3) @ =3 @ =1

Data
(Ox3A;

Data Data Data
(0x3C (Ox3E. (0x40)

Dat:
Ox34

Dat:
0x3

Dat:
0x3:

X

Dat:
Ox3A,

Dat:
0x3C,

Dat:
Ox3E;

Dat:
Ox4

SASSEsSsES

Figure 3-10 Eight-beat incrementing burst
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The final examplein Figure 3-11 shows incrementing bursts of undefined length.

T T2 T3 T4 T5 T6 T7 T8

HCLK I I I I I I I

HTRANSI[1:0] >O<NONSEQ>O< SEQ >O<NONSEQ>O< SEQ >O< SEQ
HADDR[31:0] >O< 0x20 >O< 0x22 >O< 0x5C >O< 0x60 >O< 0x64

HBURST[2:0] >O< INCR >O< INCR

HWRITE
HSIZE[2:0]
HPROT[3:0]

XX
HWDATA31:0] (X o) FAL R
V V V W/ V V

Figure 3-11 Undefined-length bursts

Control for burst Control for burst
SIZE|= Halfword SIZE = Word

S = o 2

Data Data Data
(0x5C) (0x60) (0x64)

HREADY

SAESEs8

HRDATA[31:0]

Figure 3-11 shows two bursts:

. Two halfword transfers starting at address 0x20. The halfword transfer addresses
increment by 2.

. Three word transfers starting at address 0x5C. The word transfer addresses
increment by 4.
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Aswell asthetransfer type and burst type each transfer will have a number of control
signals that provide additional information about the transfer. These control signals
have exactly the same timing as the address bus. However, they must remain constant

throughout a burst of transfers.

3.7.1 Transfer direction

When HWRITE is HIGH, this signal indicates awrite transfer and the master will
broadcast dataon the write databus, HWDATA[31:0]. When LOW aread transfer will
be performed and the slave must generate the data on the read data bus

HRDATA[3L:0].

3.7.2 Transfer size

HSIZE[2:0] indicates the size of the transfer, as shown in Table 3-3.

Table 3-3 Size encoding

HSIZE[2] HSIZE[1] HSIZE[0] Size Description
0 0 0 8 hits Byte

0 0 1 16 bits Halfword

0 1 0 32 bits Word

0 1 1 64 bits -

1 0 0 128 hits 4-word line
1 0 1 256 bits 8-word line
1 1 0 512 bits -

1 1 1 1024 bits -

Thesizeisused in conjunction withthe HBURST [2: 0] signal sto determine the address

boundary for wrapping bursts.

3.7.3 Protection control

The protection control signals, HPROT[3:0], provide additional information about a
bus access and are primarily intended for use by any module that wishes to implement

some level of protection (see Table 3-4).
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The signalsindicate if the transfer is:
. an opcode fetch or data access
. a privileged mode access or user mode access.

For bus masters with a memory management unit these signals also indicate whether
the current access is cacheable or bufferable.

Table 3-4 Protection signal encodings

HPROT[3]  HPROT[2]  HPROT[1] HPROTI[O0]

cacheable bufferable privileged data/opcode Description

- - - 0 Opcode fetch

- - - 1 Data access

- - 0 - User access

- - 1 - Privileged access

- 0 - - Not bufferable

- 1 - - Bufferable

0 - - - Not cacheable

1 - - - Cacheable

Not all bus masters will be capable of generating accurate protection information,
therefore it is recommended that slaves do not useBROT signals unless strictly
necessary.
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3.8 Address decoding

A central address decoder is used to provide a select signal, HSEL x, for each slave on
the bus. The select signal is acombinatorial decode of the high-order address signals,
and simple address decoding schemes are encouraged to avoid complex decode logic

and to ensure high-speed operation.

A slave must only sample the address and control signalsand HSEL x when HREADY
isHIGH, indicating that the current transfer is completing. Under certain circumstances
it is possible that HSEL x will be asserted when HREADY is LOW, but the selected
dlave will have changed by the time the current transfer completes.

The minimum address space that can be allocated to asingle slaveis 1kB. All bus
masters are designed such that they will not perform incrementing transfers over a 1kB
boundary, thus ensuring that a burst never crosses an address decode boundary.

In the case where a system design does not contain acompletely filled memory map an
additional default slave should be implemented to provide aresponse when any of the
nonexistent address|ocations are accessed. If aNONSEQUENTIAL or SEQUENTIAL
transfer is attempted to a nonexistent address |ocation then the default dlave should
provide an ERROR response. IDLE or BUSY transfersto nonexistent locations should
resultinazerowait state OKAY response. Typically the default slave functionality will
be implemented as part of the central address decoder.

Figure 3-12 shows a typical address decoding system and the slave select signals.

Slave
#1
Master »
#1 .
HADDR_M1[31:0]
ﬁ HADDR to all slaves
HADDR_M2[31:0] ) Slave
#2
Master Address and —
#2 control mux
HSEL_S1
HSEL_S2 Slave

Decoder HSEL S3

Figure 3-12 Slave select signals
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3.9 Slave transfer responses

After amaster has started atransfer, the slave then determines how the transfer should
progress. No provision is made within the AHB specification for abus master to cancel
atransfer once it has commenced.

Whenever aslave is accessed it must provide a response which indicates the status of
the transfer. The HREADY signal is used to extend the transfer and thisworksin
combination with the response signals, HRESP[1: 0], which provide the status of the
transfer.

The slave can complete the transfer in anumber of ways. It can:

. complete the transfer immediately

. insert one or more wait states to allow time to complete the transfer
. signal an error to indicate that the transfer has failed

. delay the completion of the transfer, but allow the master and slave to back off
the bus, leaving it available for other transfers.

3.9.1 Transfer done

TheHREADY signal is used to extend the data portion of an AHB transfer. When
LOW theHREADY signal indicates the transfer is to be extended and when HIGH
indicates that the transfer can complete.

Note

Every slave must have a predetermined maximum number of wait states that it will
insert before it backs off the bus, in order to allow the calculation of the latency of
accessing the bus. It is recommended, but not mandatory, that slaves do not insert more
than 16 wait states to prevent any single access locking the bus for a large number of
clock cycles.

3.9.2  Transfer response

A typical slave will use thelREADY signal to insert the appropriate number of wait
states into the transfer and then the transfer will completeHRIBADY HIGH and
an OKAY response, which indicates the successful completion of the transfer.

The ERROR response is used by a slave to indicate some form of error condition with
the associated transfer. Typically this is used for a protection error, such as an attempt
to write to a read-only memory location.

3-20 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



AMBA AHB

The SPLIT and RETRY response combinations allow slavesto delay the completion of
atransfer, but free up the busfor use by other masters. These response combinationsare
usually only required by slaves that have a high access latency and can make use of
these response codes to ensure that other masters are not prevented from accessing the
bus for long periods of time.

A full description of the SPLIT and RETRY operations can be found in Split and retry
on page 3-24.

The encoding of HRESP[1:0], the transfer response signals, and a description of each
response are shown in Table 3-5.

Table 3-5 Response encoding

HRESP[1] HRESP[0] Response Description

0 0 OKAY When HREADY isHIGH this showsthe
transfer has completed successfully.
The OKAY response is aso used for any
additional cyclesthat are inserted, with
HREADY LOW, prior to giving one of the
three other responses.

0 1 ERROR This response shows an error has occurred.
The error condition should be signalled to
the bus master so that it is aware the transfer
has been unsuccessful.

A two-cycleresponseisrequired for an error
condition.

1 0 RETRY The RETRY response shows the transfer has
not yet completed, so the bus master should
retry the transfer. The master should
continue to retry the transfer until it
compl etes.

A two-cycle RETRY responseis required.

1 1 SPLIT The transfer has not yet completed
successfully. The bus master must retry the
transfer when it is next granted access to the
bus. The dave will request access to the bus
on behalf of the master when the transfer can
compl ete.

A two-cycle SPLIT response is required.

When it is necessary for aslave to insert anumber of wait states prior to deciding what
response will be given then it must drive the response to OKAY .
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3.9.3 Two-cycle response

Only an OKAY response can be given in asingle cycle. The ERROR, SPLIT and
RETRY responsesrequire at | east two cycles. To complete with any of these responses
then in the penultimate (one before last) cycle the slave drives HRESP[ 1: 0] to indicate
ERROR, RETRY or SPLIT whiledriving HREADY LOW to extend the transfer for an
extracycle. Inthefinal cycleHREADY isdriven HIGH to end the transfer, while
HRESP[1:0] remains driven to indicate ERROR, RETRY or SPLIT.

If the slave needs more than two cycles to provide the ERROR, SPLIT or RETRY
response then additional wait states may be inserted at the start of the transfer. During
thistimethe HREADY signal will be LOW and the response must be set to OKAY .

The two-cycle response is required because of the pipelined nature of the bus. By the
time a slave starts to issue either an ERROR, SPLIT or RETRY response then the
address for the following transfer has already been broadcast onto the bus. The two-
cycle response allows sufficient time for the master to cancel this address and drive
HTRANS[1:0] to IDLE before the start of the next transfer.

For the SPLIT and RETRY response the following transfer must be cancelled because
it must not take place before the current transfer has completed. However, for the
ERROR response, where the current transfer is not repeated, completion of the
following transfer is optional.

Figure 3-13 shows an example of a RETRY operation.

T T2 T3 T4 T5

HCLK | | | |

HTRANS[1:0] :XX NONSEQ>O< SEQ >O< IDLE >O<NONSEQ

HADDRI[31:0]

HWDATA[31:0] S X
WV

RETRY ><:><RETRY ><:>< OKAY

Figure 3-13 Transfer with retry response

HREADY

HRESP[1:0]
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Thefollowing events areillustrated:
. The master starts with a transfer to address A.

. Before the response is received for this transfer the master moves the address ¢
o A+4.

. The slave at address A is unable to complete the transfer immediately and
therefore it issues a RETRY response. This response indicates to the master th
the transfer at address A is unable to complete and so the transfer at address A
4 is cancelled and replaced by an IDLE transfer.

Figure 3-14 shows a transfer where the slave requires one cycle to decide on the
response it is going to give (during which tiHRESP indicates OKAY) and then the
slave ends the transfer with a two-cycle ERROR response.

HCLK

HADDR[31:0]

D D

Control Control

Data
(A)

A []
><:>< ERROR ><:>< ERROR
0 )

Figure 3-14 Error response

HWDATA[31:0]

SR

HREADY

/
/

HRESP[31:0]

HRDATA[31:0]

SHRARRA

iiijiiii
=
:

3.94 Error response

If a slave provides an ERROR response then the master may choose to cancel the
remaining transfers in the burst. However, this is not a strict requirement and it is alsc
acceptable for the master to continue the remaining transfers in the burst.
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3.9.5 Split and retry

The SPLIT and RETRY responses provide a mechanism for slaves to release the bus
when they are unable to supply datafor atransfer immediately. Both mechanismsallow
thetransfer to finish onthe bus and therefore allow ahigher-priority master to get access
to the bus.

Thedifference between SPLIT and RETRY istheway the arbiter all ocates the bus after
aSPLIT or aRETRY has occurred:

. For RETRY the arbiter will continue to use the normal priority scheme and
therefore only masters having a higher priority will gain access to the bus.

. For a SPLIT transfer the arbiter will adjust the priority scheme so that any other
master requesting the bus will get access, even if it is a lower priority. In order
for a SPLIT transfer to complete the arbiter must be informed when the slave has
the data available.

The SPLIT transfer requires extra complexity in both the slave and the arbiter, but has
the advantage that it completely frees the bus for use by other masters, whereas the
RETRY case will only allow higher priority masters onto the bus.

A bus master should treat SPLIT and RETRY in the same manner. It should continue
to request the bus and attempt the transfer until it has either completed successfully or
been terminated with an ERROR response.
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In order to allow implementation of an AHB system without the use of tristate drivers
separate read and write data buses are required. The minimum data bus width is
specified as 32 hits, but the bus width can be increased as described in About the AHB
data bus width on page 3-41.

3.10.1 HWDATA[31:0]

The write data busis driven by the bus master during write transfers. If the transfer is
extended then the bus master must hold the data valid until the transfer completes, as
indicated by HREADY HIGH.

All transfers must be aligned to the address boundary equal to the size of the transfer.
For example, word transfers must be aligned to word address boundaries (that is
A[1:0] = 00), halfword transfers must be aligned to halfword address boundaries
(that isA[0] = 0).

For transfers that are narrower than the width of the bus, for example a 16-bit transfer
on a 32-bit bus, then the bus master only has to drive the appropriate byte lanes. The
daveisresponsible for selecting the write data from the correct byte lanes. Table 3-6
on page 3-26 and Table 3-7 on page 3-26 show which byte lanes are active for alittle-
endian and big-endian system respectively. If required, this information can be
extended for wider data busimplementations. Burst transferswhich have atransfer size
less than the width of the data bus will have different active byte lanes for each beat of
the burst.

The active byte lane is dependent on the endianness of the system, but AHB does not
specify the required endianness. Therefore, it isimportant that all mastersand slaveson
the bus are of the same endianness.

3.10.2 HRDATA[31:0]

Theread data bus is driven by the appropriate slave during read transfers. If the slave
extends the read transfer by holding HREADY LOW then the slave only needsto
providevalid dataat the end of thefinal cycle of thetransfer, asindicated by HREADY
HIGH.

For transfersthat are narrower than the width of the bus the slave only needsto provide
valid data on the active byte lanes, asindicated in Table 3-6 and Table 3-7. The bus
master is responsible for selecting the data from the correct byte lanes.
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A slave only hasto provide valid data when a transfer completes with an OKAY
response. SPLIT, RETRY and ERROR responses do not require valid read data.

Table 3-6 Active byte lanes for a 32-bit little-endian data bus

Transfer Address DATA DATA DATA DATA
size offset [31:24] [23:16] [15:8] [7:0]
Word 0 v v v v
Halfword 0 - - v v
Halfword 2 v v - -
Byte 0 - - - v
Byte 1 - - v -
Byte 2 - v - -
Byte 3 v - - -

Table 3-7 Active byte lanes for a 32-bit big-endian data bus

Transfer Address DATA DATA DATA DATA
size offset [31:24] [23:16] [15:8] [7:0]
Word 0 v v v v
Halfword 0 v v - -
Halfword 2 - - v v
Byte 0 v - - -
Byte 1 - v - -
Byte 2 - - v -
Byte 3 - - - v

3.10.3 Endianness

In order for the system to function correctly it is essential that all modules are of the
same endianness and also that any data routing or bridges are of the same endianness.
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Dynamic endianness is not supported, because in the majority of embedded systems,
thiswould lead to a significant silicon overhead that is redundant.

For module designersit isrecommended that only moduleswhich will beusedinawide
variety of applications should be made bi-endian, with either a configuration pin or
internal control bit to sel ect the endianness. For more appli cation-specific blocks, fixing
the endiannessto either little-endian or big-endian will result in asmaller, lower power,
higher performance interface.

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. 3-27



AMBA AHB

3.11 Arbitration

The arbitration mechanism is used to ensure that only one master has access to the bus
at any one time. The arbiter performs this function by observing a number of different
requests to use the bus and deciding which is currently the highest priority master

requesting the bus. The arbiter al so receives requests from slaves that wish to complete

SPLIT transfers.

Any slaves which are not capable of performing SPLIT transfers do not need to be
aware of the arbitration process, except that they need to observe the fact that a burst of
transfers may not complete if the ownership of the busis changed.

3.11.1 Signal description

A brief description of each of the arbitration signalsis given below:

HBUSREQx

HLOCKXx

HGRANTX

HMASTER[3:0]

HMASTLOCK

The busrequest signal is used by abus master to request accessto
the bus. Each bus master has its own HBUSREQx signal to the
arbiter and there can be up to 16 separate bus mastersin any
system.

Thelock signal is asserted by amaster at the same time asthe bus
request signal. Thisindicates to the arbiter that the master is
performing a number of indivisible transfers and the arbiter must
not grant any other bus master access to the bus once the first
transfer of the locked transfers has commenced. HL OCKx must
be asserted at |east a cycle before the addressto which it refers, in
order to prevent the arbiter from changing the grant signals.

The grant signal is generated by the arbiter and indicates that the
appropriate master is currently the highest priority master
reguesting the bus, taking into account locked transfers and

SPLIT transfers.

A master gains ownership of the address buswhen HGRANTX is
HIGH and HREADY isHIGH at therising edge of HCLK.

The arbiter indicates which master is currently granted the bus

using theHM ASTER[3:0] signals and this can be used to control
the central address and control multiplexor. The master number is
also required by SPLIT-capable slaves so that they canindicateto
the arbiter which master is able to complete a SPLIT transaction.

The arbiter indicates that the current transfer is part of alocked
sequence by asserting the HM ASTL OCK signal, which hasthe
same timing as the address and control signals.

3-28 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



AMBA AHB

HSPLIT[15:0] The 16-bit Split Complete busisused by aSPLIT-capable slaveto
indicate which bus master can completeaSPLIT transaction. This
information is needed by the arbiter so that it can grant the master
access to the bus to complete the transfer.

Further information is provided in:

. Requesting bus access

. Granting bus access on page 3-30

. Early burst termination on page 3-33
. Locked transfers on page 3-34.

3.11.2 Requesting bus access

A bus master uses tHBUSREQX signal to request access to the bus and may request
the bus during any cycle. The arbiter will sample the request on the rising of the clock
and then use an internal priority algorithm to decide which master will be the next to
gain access to the bus.

Normally the arbiter will only grant a different bus master when a burst is completing.
However, if required, the arbiter can terminate a burst early to allow a higher priority
master access to the bus.

If the master requires locked accesses then it must also ass¢it@@K x signal to
indicate to the arbiter that no other masters should be granted the bus.

When a master is granted the bus and is performing a fixed length burst it is not
necessary to continue to request the bus in order to complete the burst. The arbiter
observes the progress of the burst and use$BldR ST[2:0] signals to determine how
many transfers are required by the master. If the master wishes to perform a second
burst after the one that is currently in progress then it should re-assert the request sign
during the burst.

If a master loses access to the bus in the middle of a burst then it must re-assert the
HBUSREQXx request line to regain access to the bus.

For undefined length bursts the master should continue to assert the request until it he
started the last transfer. The arbiter cannot predict when to change the arbitration at th
end of an undefined length burst.

It is possible that a master can be granted the bus when it is not requesting it. This ma
occur when no masters are requesting the bus and the arbiter grants access to a defa
master. Therefore, it is important that if a master does not require access to the bus it
drives the transfer typd TRANS to indicate an IDLE transfer.
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3.11.3 Granting bus access

HCLK

HBUSREQx

HGRANTXx

HMASTER([3:0]

HADDR([31:0]

HWDATA[31:0]

HREADY

The arbiter indicates which bus master is currently the highest priority requesting the
bus by asserting the appropriate HGRANTx signal. When the current transfer
completes, asindicated by HREADY HIGH, then the master will become granted and
the arbiter will change the HM ASTER[3:0] signals to indicate the bus master number.

Figure 3-15 shows the process when al transfers are zero wait state and the HREADY
signal isHIGH.

T T2 T3 T4 T5 T6
HCLK |
{(
HBUSREQx | // ”
HGRANTXx « []
2
{(
HMASTER(3:0] > X #1
J
(C
. R
HADDR[31:0] SS O~ D0 ~=« OO
((
. P
HWDATA[31:0] §S )(:)( Data (A )O(:

Figure 3-15 Granting access with no wait states

Figure 3-16 shows the effect of wait states on the bus handover.

1 T2 T3 T4 T5 T6 T7 T8 T9
Master asserts A number of cycles later Master drives address after both Address sampled and data
, request | arbiter asserts grant | ' HGRANT and HREADY are high| _ starts when HREADY high
-t L > -t L Lt
(
" ”
. i
p)J
5
2 XX #1

D
23
>

XX A+ 4 0C
X:X Data (A) X:X:
|\ VT W/ | W/ i V0

Figure 3-16 Granting access with wait states
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The ownership of the data busis delayed from the ownership of the address bus.
Whenever atransfer completes, asindicated by HREADY HIGH, then the master that
owns the address bus will be able to use the data bus and will continue to own the data
bus until the transfer compl etes. Figure 3-17 shows how the ownership of the data bus
is transferred when handover occurs between two bus masters.

™ T2 T3 T4 T5 T6 T7 T8 T9
HCLK | |
HGRANT_M1 W\
HGRANT_M2 [/
HMASTER # #

Master 1 owns Address and Control Master 2 owns Address and Control

X
XX BEQ XX NONSEQ X:X BEQ
XX

HTRANS[31:0] XX 5EQ XC

HADDR[31:0] XX A+ 8 XX A+12 B XX B4 X
Master 1 pwns Data Master 2 pwns Data

HREADY ] “ (7 H “ H I

[

HWDATA[31:0] [\ 5 X o w5 X B X)C

Figure 3-17 Data bus ownership
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Figure 3-18 shows an example of how the arbiter can hand over the bus at the end of a
burst of transfers.

T T2 T3 T4 T5 T6 T7 T8 T9
HCLK | -
HBUSREQ_M1 |/
HBUSREQ_M2 [J
HGRANT_M1 | /] T
HGRANT_M2 7
HMASTER[3:0] XX " XX #2
HTRAN[1:0] XX ) nonsea (XY sea YN sea XX SEQ XX 0C
HADDR[31:0] | 0 ) (ST ST O A1z XX 0C
HBURST[2:0]
H;;VER[ZFE] X:X XX Control for burst X:X XX:
HPROTI[3:0]
wwoatagz:o1 X0 DCOCE DCE O [ e
HREADY ][/ V V V 1\ E—-D ﬂiﬁ

Figure 3-18 Handover after burst

The arbiter changes the HGRANT x signals when the penultimate (one before last)
address has been sampled. The new HGRANT x information will then be sampled at
the same point as the last address of the burst is sampled.
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Figure 3-19 shows how HGRANTx and HMASTER signals are used in a system.

HMASTER[3:0]

- HGRANT7M1‘ Master HADDR_M1[31:0]
Decoder 7 #1

HGRANT_M2_| Master | HADDR M2[31:0] HADDR to all slaves
Tl #2

Address and
control
multiplexor

HGRANT_M3_| Master | HADDR_M3[31:0]

Figure 3-19 Bus master grant signals

Note

Because a central multiplexor is used, each master can drive out the address of the
transfer it wishesto perform immediately and it does not need to wait until it is granted
the bus. The HGRANTX signal is only used by the master to determine when it owns
the bus and hence when it should consider that the address has been sampled by the
appropriate slave.

A delayed version of the HM ASTER busis used to control the write data multiplexor.

3.11.4 Early burst termination

Normally the arbiter will not hand over the bus to a new master until the end of aburst
of transfers. However, if the arbiter determines that the burst must be terminated early
in order to prevent excessive access time to the bus then it may transfer the grant to
another bus master before a burst has compl eted.

If amaster loses ownership of the busin themiddle of aburst it must re-arbitrate for the
bus in order to complete the burst. The master must ensure that the HBURST and
HTRANS signals are adapted to reflect the fact that it no longer hasto perform a
complete 4, 8 or 16-beat burst.
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For example, if amaster isonly able to complete 3 transfers of an 8-beat burst, then
when it regains the bus it must use alegal burst encoding to complete the remaining 5
transfers. Any legal combination can be used, so either a 5-beat undefined length burst
or a4-beat fixed length burst followed by a single-beat undefined length burst would be
acceptable.

3.11.5 Locked transfers

The arbiter must observethe HL OCK x signal from each master to determine when the
master wishesto perform alocked sequence of transfers. The arbiter isthen responsible
for ensuring that no other bus masters are granted the bus until the locked sequence has
compl eted.

After asequence of locked transfersthe arbiter will always keep the bus master granted
for an additional transfer to ensure that the last transfer in the locked sequence has
completed successfully and has not received either aSPLIT or RETRY response.
Thereforeit is recommended, but not mandatory, that the master insertsan IDLE
transfer after any locked sequence to provide an opportunity for the arbitration to
change before commencing another burst of transfers.

The arbiter is aso responsible for asserting the HM ASTL OCK signal, which hasthe
same timing as the address and control signals. This signal indicates to any slave that
the current transfer islocked and therefore must be processed before any other masters
are granted the bus.

3.11.6 Default bus master

Every system must include a default bus master which is granted the busiif al other
masters are unable to use the bus. When granted, the default bus master must only
perform IDLE transfers.

If no masters are requesting the bus then the arbiter may either grant the default master
or alternatively it may grant the master that would benefit the most from having low
access latency to the bus.

Granting the default master access to the bus also provides a useful mechanism for
ensuring that no new transfers are started on the bus and isa useful step to perform prior
to entering alow-power mode of operation.

The default master must be granted if all other masters are waiting for SPLIT transfers
to complete.
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3.12 Split transfers

SPLIT transfersimprovethe overall utilization of the bus by separating (or splitting) the
operation of the master providing the address to a slave from the operation of the slave
responding with the appropriate data.

When atransfer occursthe slave can decideto issuea SPLIT responseif it believesthe
transfer will take alarge number of cyclesto perform. Thissignalsto the arbiter that the
master which is attempting the transfer should not be granted access to the bus until the
daveindicatesit isready to complete the transfer. Therefore the arbiter is responsible
for observing the response signals and internally masking any requests from masters
which have been SPLIT.

During the address phase of atransfer the arbiter generates atag, or bus master number,
on HMAST ER[3:0] which identifies the master that is performing the transfer. Any
daveissuing a SPLIT response must be capable of indicating that it can complete the
transfer, and it does this by making a note of the master number on the
HMASTER[3:0] signals.

Later, when the slave can compl ete the transfer, it asserts the appropriate bit, according
to the master number, onthe HSPL 1 Tx[15:0] signals from the slave to the arbiter. The
arbiter then uses thisinformation to unmask the request signal from the master and in
due course the master will be granted access to the busto retry the transfer. The arbiter
samplesthe HSPL I Tx bus every cycle and therefore the slave only needs to assert the
appropriate bit for asingle cyclein order for the arbiter to recognize it.

In a system with multiple SPLIT-capable slaves the HSPL | Tx buses from each slave
can be ORed together to provide asingle resultant HSPLIT bus to the arbiter.

Inthe majority of systemsthe maximum capacity of 16 bus masterswill not be used and
therefore the arbiter only requiresan HSPLIT bus which has the same number of bits
asthere are bus masters. However, it isrecommended that all SPLIT-capable slaves are
designed to support up to 16 masters.
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3.12.1 Split transfer sequence
The basic stages of a SPLIT transaction are:

1. Themaster startsthe transfer in an identical way to any other transfer and issues
address and control information

2. Ifthedlaveisableto provide dataimmediately it may do so. If the slave decides
that it may take a number of cyclesto obtain the datait givesa SPLIT transfer
response.

During every transfer the arbiter broadcasts a number, or tag, showing which
master is using the bus. The slave must record this number, to use it to restart the
transfer at alater time.

3. Thearbiter grants other masters use of the bus and the action of the SPLIT
response alows bus master handover to occur. If al other masters have also
received a SPLIT response then the default master is granted.

4.  When the lave is ready to complete the transfer it asserts the appropriate bit of
the HSPL 1 Tx bus to the arbiter to indicate which master should be regranted
access to the bus.

5. Thearbiter observesthe HSPL I Tx signals on every cycle, and when any bit of
HSPLITx is asserted the arbiter restores the priority of the appropriate master.

6.  Eventualy the arbiter will grant the master so it can re-attempt the transfer. This
may not occur immediately if a higher priority master is using the bus.

7. When the transfer eventually takes place the slave finishes with an OKAY
transfer response.

3.12.2 Multiple split transfers

The bus protocol only allows a single outstanding transaction per bus master. If any
master module is able to deal with more than one outstanding transaction it requires an
additional set of request and grant signals for each outstanding transaction that it can
handle. At the protocol level a single module may appear as a number of different bus
masters, each of which can only have one outstanding transaction.

Itis, however, possiblethat a SPLIT-capable slave could receive moretransfer requests
than it is ableto process concurrently. If this happens then it is acceptable for the slave
toissue a SPLIT response without recording the appropriate address and control
information for thetransfer and it isonly necessary for the slave to record the bus master
number. The slave can then indicate that it can process another transfer by asserting the
appropriate bits on the HSPL I Tx bus for al masters that the slave has previously
SPLIT, but that the slave has not recorded the address and control information.
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The arbiter is then able to regrant the masters access to the bus and they will retry the
transfer, giving the address and control information required by the slave. This means
that a master may be granted the bus a number of times beforeit is finally allowed to
complete the transfer it requires.

3.12.3 Preventing deadlock

Both the SPLIT and RETRY transfer responses must be used with care to prevent bus
deadlock. A singletransfer can never lock the AHB as every slave must be designed to
finish atransfer within a predetermined number of cycles. However, it is possible for
deadlock to occur if anumber of different masters attempt to accessaslave which issues
SPLIT or RETRY responses in a manner which the slave is unable to deal with.

Split transfers

For slaves that can issue a SPLIT transfer response, bus deadlock is prevented by
ensuring that the slave can withstand arequest from every master in the system, upto a
maximum of 16. The slave does not need to store the address and control information
for every transfer, it simply needsto record thefact that atransfer request has been made
and a SPLIT response issued. Eventually all masterswill be at alow priority and the
dlave can then work through the requestsin an orderly manner, indicating to the arbiter
which request it is servicing, thus ensuring that all requests are eventually serviced.

When a slave has a number of outstanding requests it may choose to process them in
any order, although the slave must be aware that a locked transfer will have to be
completed before any other transfers can continue.

Itis perfectly legal for the slave to use a SPLIT response without latching the address
and control information. The dlave only needsto record that atransfer attempt has been
made by that particular master and then at alater point the slave can obtain the address
and control information by indicating that it is ready to complete the transfer. The
master will be granted the bus and will rebroadcast the transfer, allowing the slave to
latch the address and control information and either respond with the dataimmediately,
or issue another SPLIT response if a number of additional cycles are required.

Ideally the dlave should never have more outstanding transfers than it can support, but
the mechanism to support thisis required to prevent bus deadlock.
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Retry transfers

A slavewhich issues RETRY responses must only be accessed by one master at atime.
Thisis not enforced by the protocol of the bus and should be ensured by the system
architecture. In most cases slaves that issue RETRY responses will be peripherals
which need to be accessed by just one master at atime, so thiswill be ensured by some
higher level protocol.

Hardware protection against multiple masters accessing RETRY slavesisnot a
requirement of the protocol, but may be implemented as described in the following
paragraph. The only bus-level requirement isthat the slave must drive HREADY
HIGH within a predetermined number of clock cycles.

If hardware protection is required then this may be implemented within the RETRY
daveitself. When aslaveissues a RETRY it can sample the master number. Between
that point and the time when the transfer is finally completed the RETRY slave can
check every transfer attempt that is made to ensure the master number isthe same. If it
ever detects that the master number is different then it can take an alternative course of
action, such as:

. an ERROR response

. a signal to the arbiter

. a system level interrupt

. a complete system reset.
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3.12.4 Bus handover with split transfers

The protocol requires that a master performs an IDLE transfer immediately after
receiving aSPLIT or RETRY response allowing the bus to be transferred to another
master. Figure 3-20 shows the sequence of events that occur for a split transfer.

Slave Arbiter New master
signals changes drives
T1 T2 split 13 grant T4 address g
HCLK | |
HGRANT \\
HTRAN[1:O] :>O< NONSEQ >O< SEQ >O< IDLE >O< NONSEQ

XX
HADDR[31:0] __XX A XX Ava XX XX B XX
HBURST[2:0]7 |
HS",'X:’E?;:TOE] :}O( Cdntrol (A) >O< )O(cOnm ® >O<
HPROTI[3:0]
HREADY __m[/ \\ _Z/ \/ \§
HRESP[1:0] _D X:X SPLIT X:X sPLIT] X:X OKAY >O<

Figure 3-20 Handover after split transfer

The following points should be noted:

The address for the transfer is on the bus after time T1. The slave returns the
two-cycle SPLIT response after the clock edges at T2 and T3.

At the end of the first response cycle, T3, the master can detect that the transfer
will be SPLIT and so it changes the control signals for the following transfer to
show an IDLE transfer.

Also at time T3 the arbiter samples the response signals and determines that th
transfer has been SPLIT. The arbiter can then adjust the arbitration priorities anc
the grant signals change during the following cycle, such that the new master car
be granted the address bus after time T4.

The new master is guaranteed immediate access because the IDLE transfer
always completes in a single cycle.
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3.13 Reset

Thereset, HRESETNn, isthe only active LOW signal inthe AMBA AHB specification
andisthe primary reset for all bus elements. The reset may be asserted asynchronously,
but is deasserted synchronously after the rising edge of HCLK.

During reset all masters must ensure the address and control signals are at valid levels
and that HTRANS[1:0] indicates IDLE.
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3.14 About the AHB data bus width

One way to improve bus bandwidth without increasing the frequency of operation isto
make the data path of the on-chip bus wider. Both theincreased layers of metal and the
use of large on-chip memory blocks (such as Embedded DRAM) are driving factors
which encourage the use of wider on-chip buses.

Specifying afixed width of buswill mean that in many cases the width of the busis not
optimal for the application. Therefore an approach has been adopted which allows
flexibility of thewidth of bus, but still ensuresthat modulesare highly portable between
designs.

The protocol allows for the AHB data busto be 8, 16, 32, 64, 128, 256, 512 or
1024-bits wide. However, it is recommended that a minimum bus width of 32 bitsis
used and it is expected that a maximum of 256 bits will be adequate for almost all
applications.

For both read and write transfers the receiving module must select the data from the
correct byte lane on the bus. Replication of data across all byte lanesis not required.
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3.15 Implementing a narrow slave on a wider bus

Figure 3-21 shows how a dlave module, which has been originally designed to operate
with a 32-bit data bus, can be easily converted to operate on awider 64-bit bus. This
only requiresthe addition of external logic, rather than any internal design changes, and
therefore the technique is applicable to hard macrocells.

Address '\
and control HREADY
Transfer
HRESP[1:0 response
N AHB
HWDATA[64:32] f slave

HRDATA[64:32]

WDATA[31:0]

RDATA[31:0]

HWDATA[31:0]
— / HRDATA[31:0]

i

HADDR[2] D Q
HREADY ——|CE
HCLK —

Figure 3-21 Narrow slave on a wide bus
For the output, when converting a narrow businto awider bus, do one of the following:

. Replicate the data onto both halves of the wide bus (as shown in the diagram
above)

. Use an addition level of logic to ensure that only the appropriate half of the bus
is changed. This will lead to a reduction in power consumption.

A slave can only accept transfers that are as wide as its natural interface. If a master
attempts a transfer that is wider than the slave can support then the slave can use the
ERROR transfer response.
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3.16 Implementing a wide slave on a narrow bus

The example in Figure 3-22 shows awide slave being implemented on a narrow bus.
Again only external logic isrequired and hence predesigned or imported blocks can be
easily modified to work with a different width of data bus.

HWDATA[31:0

3.16.1 Masters

Address "\
and control /

HWDATA[64:32]

HWDATA[31:0]

HREADY
Transfer

AHB N
slave HRDATA[64:32]

HRDATA[31:0]

HRDATA([31:0]

HADDR[2] D Q
HREADY ——|CE
HCLK —

Figure 3-22 Wide slave on a narrow bus

Bus masters can easily be modified to work on awider busthan originally intended, in
the same way that the slave is modified to work on awider bus, by:

multiplexing the input bus
replication of the output bus.

However, bus masters cannot be made to work on a narrower bus than originally
intended, unless there is some mechanism included within the master to limit the widtk
of transfers that the bus master attempts. The master must never attempt a transfer

where the width (as indicate b{SI ZE) is wider than the data bus to which it is
connected.

ARM [HI 0011A
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3.17 About the AHB AMBA components

This section describes each of the elementsin an AHB-based AMBA system and
provides the generic timing parameters that are required to analyze an AMBA design.

The following notation is used for the timing parameters:
. Tis - input setup time

. Ti, - input hold time

. T,y - output valid time

. Ton - output hold time.
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3.18 AHB bus slave

An AHB bus slaverespondsto transfersinitiated by bus masterswithin the system. The
slave usesaHSEL x select signal from the decoder to determinewhen it should respond
to abustransfer. All other signals required for the transfer, such as the address and
control information, will be generated by the bus master.

3.18.1 Interface diagram

Figure 3-23 shows an AHB bus save interface.

Select HSELXx

HADDR[31:0]

Address HWRITE
—_—
and HREADY
HTRANS[1:0]
control AHB HRESP[1:0] Transfer
HSIZE[2:0 response
slave P

HBURST[2:0]

Data HWDATA[31:0] HRDATA[31:0] >  Data

Reset HRESETn

Clock HCLK

HMASTER[3:0] .
Split-capable | yspy I1x[15:0]
HMASTLOCK slave

SRR

Figure 3-23 AHB bus slave interface
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3.18.2 Timing diagrams

Thefollowing diagrams show the timing parameters rel ated to an accessto an AHB bus
slave operating in an AMBA system:

. Figure 3-24 shows the AHB slave reset timing parameters
. Figure 3-25 shows the main AHB slave timing parameters

. Figure 3-26 shows the additional timing parameters for split-capable AHB
slaves.

wek [ [ LT LI
HRESETn []
Tihrst J Ji le— Tisrst

Figure 3-24 AHB slave reset timing

HCLK

HSELx Z 1 j é
Tissel —w| ﬂt Tihsel

HTRANS[1:0] Y nonsea Y 0
, ‘ ﬂ L Tihtr
Tistr —» [-—

HADDR[31:0] 0~ XY 0C
. ‘ ﬂ le—Tiha
Tisa — [
HWRITE
HSIZE[2:0] XY contor XY 0
HBURST[2:0] ~ ‘ ﬂ e Tihct
Tisctl —w -
HWDATA[31:0] XX | S

‘ ﬁ |« Tihwd
Tiswd — -

Tovrdy —» / L J &_Tohrdy

XX
HRESP[1:0] XX Yo YOO
XX

HREADY

Tovrsp ﬂ L« ﬂ L«Tohrsp

X (% 0
Tow J Tohrd
oVvrt

Figure 3-25 AHB timing parameters

HRDATA[31:0]
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HCLK

HMASTER[3:0] XX X 4
»u« Tihmst

Tismst —»‘

HMASTLOCK
N »L& Tihmick

HSPLITX[15:0] XX X)X 0

Tovsplt *‘ L« | L«Tohsplt

Figure 3-26 Additional split-capable slave parameters

The timing parameters related to an AHB bus slave are given for input signalsin
Table 3-8 and for output signalsin Table 3-9.

Table 3-8 AHB slave input parameters

Parameter Description

Tak HCLK minimum clock period

Tisrst HRESETn deasserted setup time before HCLK
Tihrst HRESETn deasserted hold time after HCLK
Tissal HSEL x setup time before HCLK

Tihsal HSEL x hold time after HCLK

Tigr Transfer type setup time before HCLK

Tiner Transfer type hold time after HCLK

Tisa HADDR[31:0] setup time before HCLK

Tiha HADDR[31:0] hold time after HCLK

Tisctl HWRITE, HSIZE[2:0] and HBURST[2:0] control signa setup time

before HCLK
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Table 3-8 AHB slave input parameters (continued)

Parameter

Description

Tine

HWRITE, HSIZE[2:0] and HBURST[2:0] control signa hold time
after HCLK

Tiswd

Write data setup time before HCLK

Titwd

Write data hold time after HCLK

Tisray

Ready setup time before HCLK

Titray

Ready hold time after HCLK

Tismst

Master number setup time before HCLK (SPLIT-capable only)

Tihmst

Master number hold time after HCLK (SPLIT-capable only)

Tismick

Master locked setup time before HCL K (SPLIT-capable only)

Tihmick

Master locked hold time after HCLK (SPLIT-capable only)

Table 3-9 AHB slave output parameters

Parameter

Description

Tovrsp

Response valid time after HCLK

Tohrsp

Response hold time after HCLK

Tovrdy

Ready valid time after HCLK

Tohrdy

Ready hold time after HCLK

Tovsplt

Split valid time after HCLK (SPLIT-capable only)

Tohspl'c

Split hold time after HCLK (SPLIT-capable only)
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3.19 AHB bus master

An AHB bus master hasthe most complex businterfaceinan AMBA system. Typically
an AMBA system designer would use predesigned bus masters and therefore would not
need to be concerned with the detail of the bus master interface.

3.19.1 Interface diagram

Theinterface diagram of an AHB bus master shows the main signal groups.

|HBUSREQx
[HLOCKx Arbiter
Arbiter _HGRANTx |
grant .
HTRANS[0] , Transfer type
Transh _HREADY |
ransfer
: HADDR[31:0]
response HRESP[1:0
P AHB
master |HWRITE
Reset _HRESETn | Adgress
HSIZE[2:0] an
Clock HCLK ] control
HBURSTJ[2:0]
HPROTJ[3:0]
Data HRDATA[31:0] HWDATA[31:0] Data

Figure 3-27 AHB bus master interface diagram

3.19.2 Bus master timing diagrams

The following diagrams show the timing parameters related to an AHB bus master
operating in an AMBA system:

. Figure 3-28 shows the AHB master reset timing parameters

. Figure 3-29 shows the AHB master transfer timing parameters

. Figure 3-30 shows the AHB master arbitration timing parameters.

Heik | || [

HRESETn

|
[
Tihrst *‘ ﬂ LTiert

Figure 3-28 AHB master reset timing parameters
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D= == =

hwd

o

ihrdy

hrsp

HCLK | | |
HTRANSI[1:0] \( nonsea T
Tovtr —| k > ‘«Tohtr
HADDRI[31:0] 0~ T
HWRITE Tova —»| ‘47 > kTOha
HSIZE[2:0]
HBURST[2:0 O conral XX
HPROT[3:0] ovctl —| H | L«Tohctl
HWDATA[31:0] XX XX o
Tovwd —»>| L« >
HREADY X 1\ []
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HRESP[1:0] X N orar YT ) oxar
Tisrsp —»‘ ~l
HRDATA[31:0] XX XX X &
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Figure 3-29 AHB master transfer timing parameters
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HLOCKXx
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HGRANTX

[ — Tohreq
[ —| &Tohlck

—
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Tisgnt —|

-4—Tihgnt
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Figure 3-30 AHB master arbitration timing parameters
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Thetiming parametersrelated to an AHB bus master operating inan AMBA system are
also shown in textual form in the following two tables. Table 3-10 details the input
signals. Table 3-11 details output signals.

Table 3-10 Bus master input timing parameters

Parameter Description

Tak HCLK minimum clock period time
Tigrgt Reset deasserted setup time before HCL K
Tihrst Reset deasserted hold time after HCLK
Tisgnt HGRANTX setup time before HCL K
Tingnt HGRANTX hold time after HCLK
Tisray Ready setup time before HCLK

Tinray Ready hold time after HCLK

Tissp Response setup time before HCLK
Tinrsp Response hold time after HCLK

Tisrd Read data setup time before HCLK
Tihrd Read data hold time after HCLK

Table 3-11 Bus master output timing parameters

Parameter  Description

Tovtr

Transfer type valid time after HCLK

Tohtr

Transfer type hold time after HCLK

Address valid time after HCLK

Address hold time after HCLK

Control signal valid time after HCLK
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Table 3-11 Bus master output timing parameters (continued)

Parameter  Description

Tohctl Control signal hold time after HCLK
Tovwd Write data valid time after HCLK
Tohwd Write data hold time after HCLK
Tovreg Request valid time after HCLK
Tohreq Request hold time after HCLK
Tovick Lock valid time after HCLK

Tonlck Lock hold time after HCLK
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Therole of the arbiter inan AMBA systemisto control which master has accessto the
bus. Every bus master hasaREQUEST/ GRANT interface to the arbiter and the arbiter
uses a prioritization schemeto decide which bus master is currently the highest priority
master requesting the bus.

Each master al so generates an HLOCKx signal which isused to indicate that the master

requires exclusive access to the bus.

The detail of the priority scheme is not specified and is defined for each application. It
is acceptable for the arbiter to use other signals, either AMBA or non-AMBA, to
influence the priority scheme that isin use.

3.20.1 Interface diagram

Figure 3-31 shows the signal interface of an AHB arbiter.

Arbiter
requests
and locks

Address
and control

Reset
Clock

HBUSREQx1
HLOCKXx1
HBUSREQx2
HLOCKXx2
HBUSREQx3

HLOCKXx3

HADDR([31:0]

HSPLITx[15:0]
HTRANSI[1:0]
HBURST[2:0]
HRESP[1:0]

HREADY

HRESETn

HCLK

AHB
arbiter

HGRANTXx1

HGRANTx2 Arbiter
grants

HGRANTXx3

HMASTER([3:0]

HMASTLOCK

Figure 3-31 AHB arbiter interface diagram

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved.

3-53



AMBA AHB

3.20.2 Timing diagrams

The following diagrams show the timing parameters related to an AHB bus arbiter
operating in an AMBA system:

. Figure 3-32 shows the AHB arbiter reset timing parameters

. Figure 3-33 shows the AHB arbiter transfer timing parameters

. Figure 3-34 shows the AHB arbiter split timing parameters.

HCLK | |

HRESETn [/

r¢— Tisrst

Tihrst |

Figure 3-32 AHB arbiter reset timing parameters

HCLK | |
HTRANS[1:0] )\ vonsea XX 0C
_ ‘ —»| |« Tihtr
Tistr —m| f-—
HBURST[2:0] Y conra Y 0C
. ‘ —»] |« Tihct
Tisctl —m| f—
HREADY XX ] T\%
‘ “»| e Tihrdy
Tisrdy ——| f-—
HRESP[1:0] XX ) Coar N
‘ — Tihrsp
Tisrsp —| -

Figure 3-33 AHB arbiter transfer timing parameters
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Figure 3-34 AHB arbiter split timing parameters

The timing parameters related to an AHB arbiter are given in the following tables:
. Table 3-12 is for input signals
. Table 3-13 is for output signals.

Table 3-12 AHB arbiter input parameters

Parameter

Description

Tak

HCLK minimum clock period

Tisrst

Reset deasserted setup time before HCLK

Tinrst

Reset deasserted hold time after HCLK

Tisrdy

Ready setup time before HCLK

Tinray

Ready hold time after HCLK

Tisrsp

Response setup time before HCLK
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Table 3-12 AHB arbiter input parameters (continued)

Parameter

Description

T hrsp

Response hold time after HCLK

Tisreq

Request setup time before HCLK

T hreq

Request hold time after HCLK

Tisck

Lock setup time before HCLK

Tinick

Lock hold time after HCLK

Tissplt

Split setup time before HCLK

Tihsplt

Split hold time after HCLK

Tistr

Transfer type setup time before HCLK

Tintr

Transfer type hold time after HCLK

Tisl

Control signal setup time before HCLK

Tine

Control signal hold time after HCLK

Table 3-13 AHB arbiter output parameters

Parameter

Description

Tovgnt

Grant valid time after HCLK

Tohgnt

Grant hold time after HCLK

Tovmst

Master number valid time after HCLK

Tohmst

Master number hold time after HCLK

Tovml ck

Master locked valid time after HCLK

Tohmlck

Master locked hold time after HCLK
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3.21 AHB decoder

The decoder in an AMBA system is used to perform a centralized address decoding
function, which improvesthe portability of peripherals, by making them independent of
the system memory map.

3.21.1 Interface diagram

Figure 3-35 shows an AHB decoder.

HSELXx1
Address [ HADDRE31:0] B IHSELx2  _ Select
HSELxX3

Figure 3-35 AHB decoder interface diagram

3.21.2 Timing diagram

The timing parameters for an AHB decoder are shown in Figure 3-36.

wew — L LT
HADDR R~ XX 0C

HSELXx 51 S \
— Tadsel

Figure 3-36 AHB decoder timing parameter

3.21.3 Timing parameter

Thetiming parameter related to an AHB decoder is given in Table 3-14.

Table 3-14 AHB decoder output parameter

Parameter Description

Toagsd Delay from Addressto Select valid
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Chapter 4
AMBA ASB

This chapter introduces the Advanced Microcontroller Bus Architecture (AMBA)
Advanced System Bus specification. It contains the following sections:

. About the AMBA ASB on page 4-2

. AMBA ASB description on page 4-4

. ASB transfers on page 4-6

. Address decode on page 4-14

. Transfer response on page 4-16

. Multi-master operation on page 4-19

. Reset operation on page 4-23

. Description of ASB signals on page 4-25
. About the ASB AMBA components on page 4-46
. ASB bus slave on page 4-47

. ASB bus master on page 4-52

. ASB decoder on page 4-63

. ASB arbiter on page 4-71.
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4.1 Aboutthe AMBA ASB

The Advanced System Bus (A SB) specification defines a high-performance busthat can
be used in the design of high performance 16 and 32-bit embedded microcontrollers.

AMBA ASB supportsthe efficient connection of processors, on-chip memoriesand off-
chip external memory interfaces with low-power peripheral macrocell functions. The

bus also provides the test infrastructure for modular macrocell test and diagnostic
access.

4.1.1 A typical AMBA ASB-based microcontroller
An AMBA-based microcontroller typically consists of a high-performance system
backbone bus, able to sustain the external memory bandwidth, on which the CPU and
other Direct Memory Access (DMA) devices reside, plus a bridge to a narrower APB
bus on which the lower bandwidth peripheral devices are located. Figure 4-1 shows
both ASB and APB in atypical AMBA system.
High-performance High-bandwidth
ARM processor on-chip RAM
| | B | | uART || Timer |
R
High-bandwidth ASB | APB
Memory Interface D
G
I E ’ Keypad ‘ ’ PIO ‘
DMA bus
master ASB to APB Bridge
AMBA Advanced System Bus (ASB) AMBA Advanced Peripheral Bus (APB)
* High performance * Low power
* Pipelined operation * Latched address and control
* Burst transfers * Simple interface
* Multiple bus masters * Suitable for many peripherals
Figure 4-1 A typical AMBA system
The external memory interface is application-specific and may only have anarrow data
path, but it supports a test access mode which allows the internal ASB and APB
modules to be tested in isolation with system-independent test sets.
4-2
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412 AMBA ASB and APB

The APB appears as aloca secondary bus that is encapsulated as asingle ASB slave
device. APB provides alow-power extension to the system bus which builds on ASB
signalsdirectly.

The APB bridge appears as a slave module which handles the bus handshake and
control signal retiming on behalf of the local peripheral bus. By defining the APB
interface from the starting point of the system bus, the benefits of the system diagnostics
and test methodology can be exploited.

ARM [HI 0011A

© Copyright ARM Limited 1999. All rights reserved. 4-3



AMBA ASB

4.2 AMBA ASB description

The ASB is a high-performance pipelined bus, which supports multiple bus masters.

The basic flow of the bus operation is:

1

2
3.
4

The arbiter determines which master is granted access to the bus.
When granted, a master initiates transfers on the bus.
The decoder uses the high order address lines to select a bus slave.

The slave provides a transfer response back to the bus master and datais
transferred between the master and slave.

There are three types of transfer that can occur on the ASB:

NONSEQUENTIAL

Used for single transfers or for the first transfer of a burst.

SEQUENTIAL

Used for transfersin a burst. The address of a SEQUENTIAL
transfer is always related to the previous transfer.

ADDRESS-ONLY

Used when no datamovement isrequired. The three main usesfor
ADDRESS-ONLY transfers are for IDLE cycles, for bus master
HANDOVER cycles, and for speculative address decoding
without committing to a data transfer.

4-4
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Figure 4-2 shows the use of NONSEQUENTIAL and SEQUENTIAL transfersto
perform a burst transaction.

Transfer 1 = Transfer 2 ‘ Transfer 3 = Transfer 4 =
S T R Y R R
BTRANI[1:0] j—@} <S-TRAN> <S-TRA\I> <S-TRA > <S—TRA\I >—@:>»
BA[31:0] >< >< Addr X:X Addr + 4 X:X Addr + 8 X:X Addr + C X:X
BWRITE
BSIZE[1:0] X X Control X:X
BPROT[1:0]
DSELx / / \ \
BWAIT )\ )\ )\ {
BERROR WAIT DONE DONE DONE DONE
RROR —| || war | oove | oone 1 oone |—{ oone |—
BD[31:0] \ D(it)a} < (?\it:) > < (I/D\itéa) (iig)}

Figure 4-2 ASB transfers

The burst starts with a NONSEQUENTIAL transfer to address A. The following
SEQUENTIAL transfers are to successive addresses A+4, A+8 and A+12.
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4.3 ASB transfers

When amaster has been granted the bus it can perform the following transfers:
. NONSEQUENTIAL data transfer

. SEQUENTIAL data transfer

. ADDRESS-ONLY transfer.

A transfer is defined as starting at the falling edgB®E K after the previous transfer
has completed, as indicatedBWAIT being LOW, and running until the falling edge
of BCLK after a complete transfer response is received, again indicaB By T
being LOW.

The type of transfer that a bus master will perform can be determined by the value on
theBTRAN signals at the start of the transfer. During the transfdBTHeAN signals
will change to indicate the type of the following transfer.

4-6
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4.3.1 Nonsequential transfer

A NONSEQUENTIAL transfer occurs for either a single transfer or at the start of a
burst of transfers. Figure 4-3 shows atypical NONSEQUENTIAL read transfer
including wait states.

Decode cycle Read access
< »la

-

=0 I N U A Y e A

-

=1
L
]
L
]
L
1
.

BA[31:0] >< >< Adr >D<
BWRITE

BSIZE[1:0] >< >< Control >D<
BPROT[1:0]

DSELx / / \ \

]
]

WAIT DONE

o —{ oo |—{ wr | e
BERROR DONE WAIT WAIT

BLAST \_/
BD[31:0] [ Data)}i

A+8
Read @

I
L

Start of transfer End of transfer

Figure 4-3 Nonsequential transfer

The following points should be noted:

. The address and control signals start to change B@h& HIGH phase before
the transfer starts.

. For a NONSEQUENTIAL transfer a valid address may not be available until
very late in theBCLK HIGH phase, or even until the start of the clock LOW
phase at the beginning of the transfer.
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. The decoder, which requires a stable address in order to select the correct slave,
will automatically insert a wait state in the first cycle of NONSEQUENTIAL
transfers. This is referred to as a DECODE cycle and provides an adequate time
for the decoder to examine the high order address lines and assert the appropriate
DSEL x during the HIGH phase of the DECODE cycle.

. For the remaining cycles of the transfer, the slave will provide a transfer
response and the data exchange will occur between the master and slave.

Note

In certain system designs, which are typically those with a low-frequency system clock,
the address is valid early enough in B@€LK HIGH phase before the start of the
transfer, allowing the decoder to generate a [RSEL x signal before the falling edge

of BCLK. Such systems do not require the addition of a DECODE cycle at the start of
the NONSEQUENTIAL transfers and the operation of such a system is described in
more detail inAddress decode on page 4-14.

. The data bu$BD[31:0], must be valid by the falling edgeBELK at the end of
the transfer. During a write cycle, the bus master is responsible for driving the
data bus, which it will do from the start of the clock HIGH phase, in order that
the slave may accept valid data by the falling edge of the clock. During a read
cycle the appropriate slave must drive the data bus, such that it is valid by the end
of the HIGH phase.

. Because a number of different bus slaves may drive data on to the ASB it is
necessary to ensure that different slaves do not overlap when driving data onto
the bus. An entire phase of non-overlap is provided as slaves and masters may
not drive data during the clock LOW phase at the start of a NONSEQUENTIAL
transfer.

. As many of the bus signals are shared and have turnaround periods when there is
no active driver, it is necessary to ensure that bus hold cells are provided to
prevent floating levels being present on the bus.

4.3.2  Sequential transfer

A SEQUENTIAL transfer occurs when the address is related to that of the previous
transfer. The control information, as indicatedBWRITE, BPROT andBSI ZE, will
be the same as the previous transfer.

If the SEQUENTIAL transfer follows a NONSEQUENTIAL or another

SEQUENTIAL transfer, the address can be calculated by using the previous size and
address. For example a burst of word accesses would be to addresses A, A+4, A+8,
whereas a burst of halfword accesses would be to addresses A, A+2, A+4.

4-8
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If a SEQUENTIAL transfer follows an ADDRESS-ONLY cycle then the address will

bethe same asthat of the ADDRESS-ONLY cycle. Thiscombination of an ADDRESS-
ONLY followed by SEQUENTIAL alowsboth asingle accessusinga SEQUENTIAL

transfer and also allows a burst of transfersto start with a SEQUENTIAL transfer. An
example of the use of an ADDRESS-ONLY followed by SEQUENTIAL isshown later
in Figure 4-6.

Figure 4-4 showsa SEQUENTIAL transfer with one wait state. This closely resembles
aNONSEQUENTIAL transfer.

Read access

BCLK WII |
BTRAN[1:0] ] S-TRA] < > < >7
BA 10 || e
BWRITE
BSIZE[1:0] Control X
BPROTI[1:0]
BD[31:0]
it I
BD[31:0] | < >< R < x Data ;
Read |/
222 |} (o)
BERROR — DONE WAIT DONE
BLAST I

Figure 4-4 Sequential transfer
The main differences are:
. BTRAN signals indicate a SEQUENTIAL transfer
. address is always valid in tlBCL K HIGH phase at the start of the transfer

. address is related to the preceding transfer
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. control information remains the same as the preceding transfer
. for a write the data bus is driven throughout the entire transfer.

The data buBD[31:0], can be driven throughout the entire transfer because, unlike the
NONSEQUENTIAL case, there is no requirement to provide a period of time to allow
for bus turnaround.

4.3.3  Address-only transfer

An ADDRESS-ONLY transfer indicates that no data transaction is required. During an
ADDRESS-ONLY transfer it is possible that the address and control information may
also be invalid. The only signals that must be driven to valid levels are:

. BTRAN - to indicate the type of the next transfer
. BLOK - to allow the arbitration process to continue.

As ADDRESS-ONLY transactions do not access slaves on the bus, they only require a
single cycle and therefore tB&VAIT signal will be LOW. This signal is driven by the

bus decoder, as no slave will be selected during the ADDRESS-ONLY cycle. A bus
master may perform a number of ADDRESS-ONLY transfers in succession if it does
not require the bus for data transfer.

The ADDRESS-ONLY transfer can be used in three different ways:
. as a true IDLE cycle (when the bus master does not require the bus)

. to speculatively broadcast an address for the next transfer, without committing to
the transfer

. to provide a turnaround cycle during bus master handover.
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If the ADDRESS-ONLY transfer is used as atrue IDLE cycle then the address and
control signals are not required to be valid at any point during the transfer (see

Figure 4-5).

BCLK W

BTRAN[1:0]

I

_J

L

BLOK

A-TRAI | [ ]
| |
U

BWAIT
BERROR — DONE
BLAST

Decoder drives
response

[

e

Start of transfer

/ DONE \
\ J

\

End of transfer

Figure 4-5 Address-only transfer

The BLOK signal isthe only exception and this must be driven to avalid level during
all ADDRESS-ONLY transfersto alow the arbitration process to continue.

ARM [HI 0011A
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The second use of the ADDRESS-ONLY transfer isto speculatively broadcast the
address for atransfer, without actually committing to the transfer (see Figure 4-6).

Address given during Burst starts with
Address-only lransfei Sequential transfer =
BCLK | | / L
T e e e e )
BA[31:0] X:X Address X
BWRITE
BSIZE[1:0] X:X Control X
BPROT[1:0]
BWAIT [ \
BERROR }4 DONE WAIT @7—
BLAST \—/

Figure 4-6 Address-only transfer to start burst

Using an ADDRESS-ONLY transfer to speculatively broadcast the address allows
address decoding to be performed by the decoder during the ADDRESS-ONLY cycle.
If the bus master then commitsto the burst it is possible to start the burst with a
SEQUENTIAL transfer, thusremoving the need for an extraDECODE cycle beforethe
transfer starts.
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Thefinal use of an ADDRESS-ONLY transfer isto provide aturnaround period during
bus master handover (see Figure 4-7).

Address-only transfer First transfer of
for bus handover - new bus master

<} et

o

g —
o

BCLK W

BTRAN[1:0] ATRA

BA[31:0] Address

BLOK
BWRITE
BSIZE[1:0]
BPROT[1:0]

Control

S N ———

jL
—

|

|
[oone |

BWAIT
BERROR ——{ DONE
BLAST

WAIT

DONE

i Ir

—
S
—
S

DONE

Figure 4-7 Address-only transfer for bus master handover

A bus master which becomes granted on the bus must start with an ADDRESS-ONLY
transfer and, in this case, the new bus master does not drive the address and control
signalsimmediately, but provides a phase of turnaround before driving the signalsin
the LOW phase of the transfer.

Note

In this case, the address and control information will not become valid until the LOW
phase of BCLK.

ARM [HI 0011A
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4.4 Address decode

In an ASB-based AMBA system the address decoding is performed by a centralized
decoder.

The decoder uses the type of each transfer to determine which of the following
functions should be performed:

For an ADDRESS-ONLY transfer the decoder will respond with a DONE
transfer response and no slaves will be selected. During ADDRESS-ONLY
transfers the decoder performs an address decode speculatively in case the
ADDRESS-ONLY transfer is followed immediately by a SEQUENTIAL
transfer.

For NONSEQUENTIAL transfers (or when the previous transfer was terminated
with a LAST transaction response) the decoder will insert a single wait state at
the start of the transfer to allow sufficient time for address decoding (although
the additional wait state may not be required in all systems).

The additional wait state inserted by the decoder is referred tbBS@DE
cycle and during the DECODE cycle no select signalSEL x, are asserted.

In the second cycle of the transfer the decoder will either select the appropriate
slave or provide an ERROR transfer response.

An ERROR response is provided in the following circumstances:

. there are no slaves present at the address of the transfer

. the transfer is to a protected region of memory

. the alignment of the transfer is not supported by the memory system.

In the more usual case of a valid transfer, the decoder will assert the appropriate
slaveDSEL x signal and allow the selected slave to provide the transfer response
for the remaining cycles of the transfer.

For SEQUENTIAL transfers the decoder asserts the approp&ie x signal

and the selected slave provides the transfer response. It is not necessary for the
decoder to decode the address as this will have been performed in a previous
NONSEQUENTIAL or ADDRESS-ONLY transfer.

As the decoder does not perform an address decode on SEQUENTIAL transfers
it is necessary for the slave to provide a LAST transfer response if a transfer is
about to cross a memory boundary. The decoder is also responsible for
generating an internal version of th&ST signal when the decoder detects that

a SEQUENTIAL transfer will cross a memory boundary.

The insertion of a DECODE cycle on NONSEQUENTIAL transfers can be used to
improve the performance of the system. In a typical design the time required for address
decoding will increase the critical path of an access to a slave and often result in the
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need for additional wait states. The decoder can be used to reduce this overhead by
automatically inserting a DECODE cycle on NONSEQUENTIAL transfers only, but
allowing SEQUENTIAL transfersto complete without additional wait states.

In some systems, typically those with alow clock frequency, additional wait states are
not required for address decoding and in such systems the decoder may be simplified,
such that both SEQUENTIAL and NONSEQUENTIAL transfers occur without the
addition of aDECODE cycle.

ARM [HI 0011A
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4.5 Transfer response

BCLK

BTRAN[1:0]

BA[31:0]

BD[31:0]

BWAIT

BERROR
BLAST

For every transfer that isinitiated by abus master aresponse must be generated and this
isprovided either by the decoder or by the selected bus slave. The transfer responseis
provided using the BWAIT, BERROR and BLAST signals, which are driven during
the LOW phase of the clock.

Figure 4-8 shows an example of how the transfer response is used to insert three wait
states in order to extend a transfer.

L o U o W o O o U o e
) [srran ) [ 1) [T [ 1) [T h}
J | | (—_ | (—_ |
X:X Addr X:X
[T [ oa] |
. -
S o o 0 S e e

Figure 4-8 Transfer response

The following transfer responses are available:

WAIT The transfer must be extended before it can compl ete.
DONE The transfer has compl eted successfully.
ERROR The transfer has completed, but an error has occurred. The error

condition should be signalled to the bus master so it is aware that
the transfer has been unsuccessful.
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Thetransfer has completed successfully, but the slaveisunableto
accept further burst transfers or a memory boundary has been
reached. Thisresponse isidentical to DONE for the bus master,
but indicatesto the decoder that it must insert aDECODE cycle at
the start of the next transfer.

Thetransfer has not yet completed, so the bus master should retry

the transfer. The RETRACT response can be used by aslave to
signal to abus master that the transfer can complete, but this may
take a number of bus cycles.

Using the RETRACT response prevents the bus from being locked up by atransfer
which may take along time to complete and frees the bus for use by a higher priority
bus master.

Unlike the other response codes, which take asingle cycle, the RETRACT responseis
atwo-stage response, as shown in Figure 4-9.

BCLK

Current transfer

™

—

»

—

Next transfer

BA[31:0] H

N
VN

Address

%

BWAIT

BLAST

BERROR

BD[31:0]

N
NN

Retract next cycle

Retract

7]

[

ﬂ]]E

Figure 4-9 Ret

IR

ract operation
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The following points should be noted:

. In the first stage the slave signals to the bus master that a RETRACT is going to
take place, using the RETNEXT responB8VAIT, BLAST andBERROR all
HIGH).

. In the second stage the transfer is completed when the slave provides the
RETRACT responseBWAIT LOW, BLAST andBERROR both HIGH).

This two-stage response provides the bus master with adequate warning that it should
not consider the transfer to have completed wheBW®&I T signal goes LOW.

All bus masters must support the RETRACT mechanism, however not all slaves are
required to implement the RETRACT response. Typically, a RETRACT response
would only be provided by a slave which does not have a short guaranteed completion
time and hence could deadlock the bus for a significant period of time.

For most transfers the response will be provided by the selected bus slave, however the
decoder provides the response when:

. the transfer is ADDRESS-ONLY
. the transfer is to an area of memory where there are no bus slaves
. an access violation occurs to a protected region of memory.

4-18
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4.6 Multi-master operation

The AMBA bus specification supports multiple bus masters on the high-performance
ASB. A simple two-wire request and grant mechanism isimplemented between the
arbiter and each bus master. The arbiter ensures that only one bus master is active on
the bus and also ensures that when no masters are requesting the bus adefault master is
granted.

The specification also supports ashared lock signal. Thisallows bus mastersto indicate
that the current transfer should not be separated from the following transfer and will
prevent other bus masters from gaining access to the bus until thelocked transfers have
compl eted.

Efficient arbitration isimportant to reduce dead-time between successive masters being
active on the bus. The bus protocol supports pipelined arbitration, such that arbitration
for the next transfer is performed during the current transfer.

The arbitration protocol is defined, but the prioritization is flexible and l&ft to the
application. Typically, however, the test interface would be given the highest priority
to ensure test access under all conditions. Every system must also include a default bus
master, which is granted the bus when no bus masters are requesting it.

The request signal, AREQX, from each bus master to the arbiter indicates that the bus
master requires the bus. The grant signal from the arbiter to the bus master, AGNTX,
indicates that the bus master is currently the highest priority master requesting the bus.

The bus master:
. must drive théBTRAN signals durin®dCLK HIGH whenAGNTXx is HIGH

. will become granted wheAGNTXx is HIGH andBWAIT is LOW on a rising
edge ofBCLK.

The shared bus lock signl,. OK, indicates to the arbiter that the following transfer is
indivisible from the current transfer and that no other bus master should be given acces
to the bus.

A bus master must always drive a valid level orBh©®K signal when granted the bus
to ensure that the arbitration process can continue, even if the bus master is not
performing any transfers.

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. 4-19



AMBA ASB

4.6.1

4.6.2

Arbiter

The arbiter functions as follows:
1. Busmastersassert AREQx during the HIGH phase of BCLK.
2. Thearbiter samplesall AREQx signals on the falling edge of BCLK.

3. Duringthe LOW phase of BCLK the arbiter also samplesthe BL OK signal and
then asserts the appropriate AGNTx signal:
. if BLOK is LOW, then the arbiter will grant the highest priority bus
master

. if BLOK is HIGH, then the arbiter will keep the same bus master granted.

The arbiter can update the grant signals every bus cycle. However, a new bus master
can only become granted and start driving the bus when the current transfer completes,
as indicated bBWAIT being LOW. Therefore, it is possible for the potential next bus
master to change during waited transfers.

TheBLOK signal is ignored by the arbiter during the single cycle of handover between
two different bus masters.

If no bus masters are requesting the bus then the arbiter must grant the default bus
master.

The arbitration protocol is defined, but the prioritization is flexible and left to the
application. A simple fixed-priority scheme may be used. Alternatively, a more
complex scheme can be implemented if required by the application.

Bus master handover

Bus master handover occurs when a bus master, which is not currently granted the bus,
becomes the new granted bus master.

A bus master becomes granted wAgBNTx is HIGH andBWAIT is LOW.AGNT
HIGH indicates that the bus master is currently the highest priority master requesting
the bus an@WAIT LOW indicates the previous transfer has completed.

4-20
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Figure 4-10 shows the bus master handover process.

Cco C1 c2 Cc3

Previous transfer New master granted

- .

e N
AREQ U

AGNT

BTRAN[1:0] - :>—<A-TRA >—<A-TRA\I
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S-TRA

—
i

A-TRAI \
/

I

:

BA[31:0] Previops transfer )7% Address ><
BD[31 :0] Previoys transfer \ Data :>>
data / \

Last transfer Decoder drives Slave drives
completes response response

BWAIT )\ )\ {
BERROR WAIT WAIT DONE DONE DONE
yee o f—r{ e o o J——{ oo |

!

Figure 4-10 Bus master handover
The following points should be noted:

. WhenAGNTX is asserted a bus master must driveBR&AN signals during
BCLK HIGH. This may continue for many cycles if the previous transfer is
waited.

. Prior to handoveBTRAN must indicate an ADDRESS-ONLY cycle because
the new bus master must commence with an ADDRESS-ONLY cycle to allow
for bus turnaround.

. When the previous transfer completes the new bus master will become granted.

. In the last clock HIGH phase of the previous transfer the address bus will stop
being driven by the previous bus master.
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. The new bus master starts to drive the address bus and control signals during the
clock LOW phase. The first transfer may then commence in the following bus
cycle.

During a waited transfer, bus master handover may be delayed and it is possible that the
AGNTX to a particular bus master may be asserted and then negated, if another higher
priority bus master then requests the bus, before the current transfer has completed.

4.6.3 Default bus master

Every system must be designed with a single default bus master, which will be granted
when no other bus master is requesting the bus. The default bus master is responsible
for driving the following signals to ensure the bus remains active:

. BTRAN must be driven to indicate ADDRESS-ONLY transfer

. BLOK must be driven LOW.

46.4 Locked transfers

It is important that bus masters do not attempt to perform locked transfers to slaves
which can give a RETRACT response. There are two reasons for this:

. The bus could remain locked for a large number of cycles.

. If the RETRACT occurs on the last transfer of the locked sequence, then the
arbiter could have changed ownership of the bus to the next master before it
completes and therefore the final transfer will not have been locked to the
sequence.
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4.7 Reset operation

Thereset signal, BnRES, is active LOW and may be asserted asynchronously to
guarantee the busisin a safe state. During reset the following actions occur on the bus:

. the arbiter grants the default bus master
. the default bus master must:
. drive BTRAN to indicate ADDRESS-ONLY transfer
. drive BLOK LOW to allow arbitration.
. all other bus masters tristate shared bus signals
. the decoder must:
. de-assert all slave select sign&SEL x
. provide the appropriate transfer response.
. all slaves tristate shared bus signals.

471 Exit from reset

Figure 4-11 shows an example of the exit from reset sequence.

wo LU L
BTRAN[1:0] { >_<A.TRA > <s.m > < >_[}
BA[31:0] X cress X

Figure 4-11 Exiting from reset
The following points should be noted:

. During cycle CIBnRES is de-asserted during the clock LOW phase.
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. During the clock HIGH phase of cycle C1 the default bus master may drive the
BTRAN signal to indicate that it wishes to start a transfer.

. The transfer will start during cycle C2 and, in the example shown, the transfer is
waited and continues into cycle C3.
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4.8 Description of ASB signals

48.1 Clock

4.8.2 Reset

This section provides more detailed information about all the AMBA ASB signals,
including their intended use and phase-accurate timing requirements.

It is necessary to ensure that bus hold cells are provided to prevent floating levels being
present onthe bus. Thisispossible because many of the bussignalsare shared, and have
turnaround periods when there is no active driver.

BCLK isthe primary clock, which is used to time al bus transfers. Both edges of the
clock are used.

A single active LOW reset signal, BnRES, is supported which is used to reset the bus.
Thereset signal may be asserted L OW asynchronously during either clock phase, but is
always de-asserted during the LOW phase of BCLK.

< R S R O R

BnRES

Figure 4-12 Reset signal

During reset the following actions occur on the bus:
. the arbiter grants the default bus master
. the default bus master must:
. drive BTRAN to indicate ADDRESS-ONLY transfer
. drive BLOK LOW to allow arbitration.
. all other bus masters tristate shared bus signals
. the decoder must:
. de-assert all slave select sign&SEL x
. provide the appropriate transfer response.
. all slaves tristate shared bus signals.

TheBnRES signal may be used to reset the bus during time-out conditions.

ARM [HI 0011A
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In the majority of bus masters and slaves the BnRES signal will be used to reset both
the businterface and the main core of the component. However, it is acceptable for
some system elements, such as a real-time clock, to use BnRES to only reset the bus
interface. Such system elements would typically have a second reset input to allow the
component core to be reset at initial power-up and for testing purposes.

4.8.3  Transfer type

Before atransfer starts the bus master indicates which type of the transfer it is, using
BTRANTJ1:0]. The following transfer types can be set:

. ADDRESS-ONLY
. NONSEQUENTIAL
. SEQUENTIAL.

Table 4-1 shows the encoding of BERANJ1:0] signals:

Table 4-1 BTRAN encoding

BTRAN
Transfer type Description

(1] [0

0 0 ADDRESS-ONLY Used when no data movement is required. The three
main uses for ADDRESS-ONLY transfersare:
. for IDLE cycles
. for bus master handover cycles
. for speculative address decoding without
committing to a data transfer.

0 1 - Reserved

1 0 NONSEQUENTIAL  Used for single transfers or for the first transfer of a
burst. The address of the transfer is unrelated to the
previous bus access.

1 1 SEQUENTIAL Used for successive transfers in a burst. The address of
a SEQUENTIAL transfer is always related to the
previous transfer.

From the table it can be deduced tAR&IRAN[1] can be used to determine that a data
transfer is required next cycle.
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The BTRAN signalsaredriven by abus master during the HIGH phase of BCLK when
the AGNTx input is HIGH (see Figure 4-13).

BCLK NS
sTRAN[O] ()

Figure 4-13 BTRAN timing

In amulti-master system, the bus master that drives BTRAN may change during an
extended transfer. Therefore, BTRAN must only be considered valid when the previous
transfer has completed, as indicated by BWAIT LOW.

4.8.4 Address and control information

The address and control signals are:

. address bus - BA[31:0]

. transfer direction - BWRITE

. transfer size- BSIZE[1:0]

. protection information - BPROT([1:0].

485 Address bus

The 32-bit address bus, BA[31:0], providesthe address of the transfer. All transfersare
memory-mapped and therefore all memory and peripheral swithin the system must have
an address range within which they are accessed. The decoder uses the address bus
(usually the higher order bits) to determine which bus slave is to be accessed.

4.8.6 Transfer direction

The BWRITE signal is used to indicate the direction of the transfer (see Table 4-2).
When BWRITE isLOW thetransfer is aread access and when BWRITE isHIGH the
transfer is awrite access.

Table 4-2 BWRITE encoding

BWRITE Transfer direction
0 Read transfer
1 Write transfer

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. 4-27



AMBA ASB

4.8.7 Transfer size

BSIZE[1:0] encodesthe size of atransfer (see Table 4-3). Byte, halfword and word are
all defined, with the final encoding being reserved for future use.

Table 4-3 BSIZE encoding

BSIZE
Transfer width
[1] (0]
0 0 Byte (8 bits)
0 1 Halfword (16 bits)
1 0 Word (32 hits)
1 1 Reserved

When performing transfers that are narrower than the data bus, such as a byte or
halfword transfer, the bus master may replicate the data across the bus, making the bus
master effectively bi-endian. When responding to read cycles, atypical slave will not
replicate the data on the bus and therefore it isimportant that the master is expecting
data on the same byte lane as that which the slave is driving.

4.8.8 Protection information

The bus master may use the BPROT signalsto provide additional information about
the transfer it is performing (see Table 4-4). Thisinformation is primarily intended for
use by the decoder when it is acting as a bus protection unit and the majority of bus
slaves will not use these signals.

Table 4-4 BPROT encoding

BPROT
Transfer privilege
(1] (0]
- 0 Opcode fetch
- 1 Data access
0 - User access
1 - Privileged access
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4.8.9 Address and control signal timing

The addressand control information is generated by the bus master from therising edge
of BCLK. However, the timing of the address and control information is considered

separately for NONSEQUENTIAL and SEQUENTIAL transfer types. Thisis because
abus master will typically have significantly different timing parameters in each case.

It isacommon characteristic that bus masters will have fast address and control output
valid timings for SEQUENTIAL transfers, as shown in Figure 4-14. Thisis because a
bus master is usually ableto generate a SEQUENTIAL address well before the start of
thetransfer and therefore the output valid time from the bus master is mainly dependent
on the time required to drive the new value onto the bus.

BCLK / \
BTRANI[1:0] S-TRA 9—<:>7

BA[31:0] \% Sequental

BWRITE :
BSIZE[1:0] Si%l:ﬁrnotlual
BPROT[1:0]

Start of transfer

Figure 4-14 Sequential address and control timing
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For NONSEQUENTIAL transfers the bus master will often have significantly slower
output valid times for address and control signals, compared to those for

SEQUENTIAL transfers and thisis shown in Figure 4-15.

A

BCLK

BTRAN [1:0]

BA[31:0]

BWRITE
BSIZE[1:0]
BPROT[1:0]

BCLK

BTRAN [1:0]

BA [31:0]

BWRITE
BSIZE [1:0]
BPROT [1:0]

L=

|

)

Nonsequential
address

[
\

=

Nonsequential
control

Start of transfer

S R

_J TRA§> <::::::>“““‘<::::::>“““‘<::::::>
Nonsequential
address
Nonsequential

=

control

Start of transfer

Figure 4-15 Nonsequential address and control timing
with low-frequency and high-frequency clocks

In systems where the clock frequency is approaching the maximum possible, itis

common for the address and control output valid time to be greater than a clock phase,
thusresulting in the address not becoming valid until the BCLK LOW phase at the start
of the transfer, as shown in Figure 4-15.
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For ADDRESS-ONLY transfersthe address and control informationisnot valid. Inthe
special case of the ADDRESS-ONLY followed immediately by a SEQUENTIAL
transfer, as shown in Figure 4-16, the bus master generates the address and control
information during the ADDRESS-ONLY transfer, such that it is valid throughout the
BCLK HIGH phase before the start of the SEQUENTIAL transfer.

wx ) [\ ) [

BA[31:0] X X Address
BWRITE

BSIZE[1:0] X X Control
BPROT[1:0]

Start of transfer

Figure 4-16 Address-only followed by sequential transfer
address and control timing
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4.8.10 Tristate enable of address and control signals

A bus master may only drive the address and control signals when the bus master is
granted the bus. To alow for a period of bus turnaround, when a bus master isfirst
granted the busit will not drivein the BCLK HIGH phase before the first transfer.
Instead, the bus master must always start aperiod of bus ownership with an ADDRESS-
ONLY transfer and the address and control signalsare not driven until the BCLK LOW
phase of the ADDRESS-ONLY transfer (see Figure 4-17).

Previous bus master New bus master

-l
- Bl

BCLK I I

BA[31:0]

BWRITE
BSIZE[1:0]
BPROT[1:0]

) J
L

Previous transfer Address-only after Sequential transfer
completes bus turnaround

Figure 4-17 Address and control signals during bus master handover
For multi-master systems:

. When the master is first granted, the signals are not driven until the first LOW
phase oBCLK when the master becomes active on the bus.

. When a bus master is granted the bus it drives the address and control signals
during both phases &CLK.

. The bus master stops driving the signals in theB&itK HIGH phase, when
the master loses mastership of the bus.
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4.8.11 Slave select sighals

Each ASB slaveinthe system hasaDSEL select input signal. Thissignal indicates that
the slave is responsible for supplying atransfer response and that a data transfer is
required. The signal name DSEL x is used to indicate the DSEL signal to slave x.

Thereis one DSEL x signal for each slave on the ASB and these signals are generated
by the decoder. Only one DSEL x signal will be active during atransfer and there may
be cycleswhen no DSEL x signal is active, such asduring ADDRESS-ONLY transfers.

DSEL x changes during the BCLK HIGH phase before the start of a transfer and
remains valid during the transfer. It will change for the next transfer in the BCLK
HIGH phase following a transfer response with BWAIT LOW.

When designing a system there are two options for the implementation of an ASB
decoder:

. Decoder with decode cycles
. Decoder without decode cycles on page 4-34.

This choice is fixed at the design stage and will be based on a timing analysis of the
system. In general, a system that is operating up to the maximum speed of the process
will require DECODE cycles. It is only those systems which operate at a frequency
significantly lower than the possible maximum that do not require DECODE cycles.

Decoder with decode cycles

In systems with a high clock frequency the critical path to decode the address and sele
a slave within a single clock phase tends to limit the maximum bus clock speed. In suct
systems the decoder can be used to automatically insert a wait state, or DECODE cycl
at the start of every NONSEQUENTIAL transfer. This implementation allows
SEQUENTIAL transfers to continue to operate without the addition of a wait state, as
it is known that the address decoding critical path can be avoided on SEQUENTIAL
transfers, thus resulting in an overall improvement in bus bandwidth.
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For NONSEQUENTIAL transfersDSEL x isassertedintheBCLK HIGH phaseduring
the DECODE cycle, as shown in Figure 4-18 below.

Decode cycle

<} I

o U R U L Y B S e
—

o | [ qrmak) [T\ [T\
BTRAN[1:0] j ekl L L

Nonsequential
address

BA [31:0]

—

= =T

DSELx / /
BWAIT \
BERROR —<< >7«< WAIT /
BLAST

Start of transfer End of transfer

WAIT DONE

/\
—
I

Figure 4-18 Select signal timing with decode cycle

. When DECODE cycles are implemented the timinBSEL x is dependent only
on BTRAN[1:0] and there is no timing dependency on the address and control
signals. This is because B&EL x signals are asserted for ADDRESS-ONLY
transfers.

. For a NONSEQUENTIAL transfer the DECODE cycle is inserted to provide an
entire phase for the address and control information to become valid.

. For SEQUENTIAL transfers the address and control information from the
previous cycle is used.
Decoder without decode cycles

In systems with a low clock frequency the address and control information will be valid
in time to decode the address and select a slave within a single clock phase. In such
systems a DECODE cycle is not required (see Figure 4-19).
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wx | 1 [

Transfer
type

L

BTRAN[1:0]

‘
]
-

]
L
L

BA[31:0] Address

DSELx

& =]

BWAIT
BERROR —
BLAST

T L
|

Start of transfer End of transfer

Figure 4-19 Select signal timing without decode cycle

The select signal becomes valid during the HIGH phase of BCLK before the transfer
commences and remains valid throughout the transfer, until the HIGH phase of the last

cycle.
When the decoder does not insert DECODE cycles, the timing of DSEL x becomes

dependent on the timing of the address and control signals generated by the currently
granted bus master.

4.8.12 Transfer response

The transfer response signals are used by slave devices to indicate the status of a
transfer.

A validtransfer response must be provided during the LOW phase of BCLK . Whenever
adaveisselected (asindicated by DSEL x being asserted) the slave must provide the
response. When no slaveis selected, for exampleduringan ADDRESS-ONLY transfer,
the response is provided by the decoder.
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Wait response

BWAIT isused to indicate when a transfer may complete. BWAIT is asserted HIGH
when the slave requires extrabus cyclesto completethe current transfer. BWAIT LOW
indicates that the transfer may finish. Whether or not the transfer has compl eted

successfully can only be determined by examining the other transfer response signals.

Error response

An error conditionissignalled by the BERROR signal. This may be used to indicate a
failed transfer, atransfer to an address where there is no slave device or a protection
error.

Many simple bus slaves will not implement error logic and will therefore have afixed
response of BERROR LOW.

BERROR isalso used in conjunction with BLAST to indicateaRETRACT operation.
When both these signals are HIGH this indicates that abus RETRACT isrequired.

Last response

BLAST isused to signal if the current transfer must be the last of a burst. This would
typically be used to prevent aburst from continuing over apage boundary or other burst
length limit.

BLAST is used by the decoder to make sure that the following transfer has the same
characteristics as a NONSEQUENTIAL type transfer, rather than a burst transfer.
Typically thisinvolves ensuring there is adequate time to perform a new address
decode.

Many bus slave devices will be able to accept any number of burst accesses and these
slaves will have afixed response of BLAST LOW.

BLAST isalso used in conjunction with BERROR to indicatea RETRACT operation.
When both these signals are HIGH this indicates that abus RETRACT isrequired.

Bus retract

Slaves that cannot guarantee to complete transfersin a small number of wait states can
potentially block the bus and stop higher priority transfers occurring. To prevent such
slavesimpacting the overall system latency aRETRACT mechanism is provided which
allows aslaveto indicate that a transfer is unable to complete at present, but the
operation should be retried until it is able to complete successfully.
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A RETRACT is performed in atwo stage process, as shown in Figure 4-20.

Current transfer Next transfer
T -
BCLK | S—\ | | /
Iq¢
R
BA[31:0] :X:X Address >74<:
<
Retract next cycle Retract
e T e e
e —{ o { -
oo —{

Figure 4-20 Retract operation

. First the slave responds wilBWAIT, BLAST andBERROR all HIGH, which
indicates that a RETRACT is to occur and the transfer will finish in the next bus
cycle.

. In the second cycle the transfer respon&W&AI T LOW, BLAST and
BERROR both HIGH. This indicates that the transfer has RETRACTed and that
the bus is free to be used.

Basic slaves, which have a guaranteed completion time, do not need to support the bt
RETRACT mechanism.
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Response combinations

Table 4-5 shows the combinations of the three slave transfer response signals.

Table 4-5 Transfer response combinations

BWAIT BLAST BERROR Status Description

0 0 0 DONE Complete, transfer successful

0 0 1 ERROR Complete, transfer error

0 1 0 LAST Complete, cannot continue with burst
0 1 1 RETRACT  Complete, bus RETRACT

1 0 0 WAIT Incomplete, insert wait cycle

1 0 1 - Reserved

1 1 0 - Reserved

1 1 1 RETNEXT BusRETRACT next cycle

To ensure that the bus remains synchronized, a transfer response must be driven every
cycle. During bus transfers, when aslave is selected and its appropriate DSEL x signal
is asserted, the slave is responsible for driving the transfer response signals.

The bus decoder is responsible for driving the transfer response signals during:

ADDRESS-ONLY transfers

DECODE cycles

transfers to an address space where no slave is defined

transfers to protected areas, when the access permissions are not met
unaligned transfers which are not supported by the memory system.
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Transfer response timing

Thetransfer response signals must be set up valid before the rising edge of BCLK (see
Figure 4-20).

BCLK jj - )
BTRAN[1:0] :]—@
BA[31:0] X:X Address
BWAIT —<<:>7
BLAST —<<:>7
BERROR —<<:>7

Figure 4-21 Transfer response signal timing

T
T

1T TAD
T

Data

[islala

Thesignasare not driven during the HIGH phase of BCLK to allow an entire phase of
turnaround between signal drivers.
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4.8.13 Data bus

The bidirectional databus, BD[31:0], is used to transfer data between bus masters and
slaves. The size and direction of thetransfer isgiven by the control signals, as described
in Address and control information on page 4-27.

The data bus must not be driven during the first BCLK LOW phase of a
NONSEQUENTIAL transfer. It may be driven, by the appropriate master or slave, at
all other times except reset.

During awrite transfer:

. the master drives the data bus during all phases of the transfer, except the first
BCLK LOW phase of a NONSEQUENTIAL transfer

. the slave does not drive the bus.
During a read transfer:
. The master does not drive the data bus.

. The slave must drive the data bus during theB&itK HIGH phase of the
transfer. For the rest of the transfer, the slave may drive the data bus or leave it
tristate, with the provision that it is not driven during the 6L K LOW phase
of a NONSEQUENTIAL transfer.

The following diagrams show some examples of how the data bus is driven.
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Figure 4-22 shows an example of a NONSEQUENTIAL write transfer.

BCLK jj I o
BA[31:0] ><:>< Address ><:><
BWRITE / \;7

Figure 4-22 Nonsequential write transfer

The data busisdriven by the bus master, except for the BCLK LOW phase of the first
cycle. Not driving the data bus at the start of NONSEQUENTIAL transfers provides a
full phase of turnaround between different data bus drivers.
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When awrite transfer is extended using BWAI T, the data remains valid through the
BCLK LOW phase of the extra cyclesthat are required to complete the transfer, as

shown in Figure 4-23.

BCLK

BTRAN[1:0]

BA[31:0]

BWRITE

BWAIT

BD[31:0]

i o
-
U acress U
T T

L

L
—

—
—

%

Figure 4-23 Extended write transfer
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For SEQUENTIAL transfers the bus master may drive data during the LOW phase of
BCLK at the start of the transfer, as shown in Figure 4-24. Thisis permitted as a phase
of turnaround is not required for SEQUENTIAL transfers.

BCLK

BTRAN[1:0]

BA[31:0]

BWRITE

BD[31:0]

-

—

N [ S-TRA
Il \

\/
—

F

Address X:X

U
]
I

L

X:X Data

F

Figure 4-24 Sequential write transfer
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During read cycles the slave drives the data bus and, as in the write cycle case, for
NONSEQUENTIAL transfersthe databusis not driven in the BCLK LOW phase of
the first cycle (see Figure 4-25). The bus slave may then drive the bus throughout the

rest of the transfer.
BCLK J Ii
BTRAN[1:0] 7}%} [ ]
BA[31:0] ><:>< Address ><:><
BWRITE \ /7
—

BD[31:0]

L1

Figure 4-25 Read transfer

Thereis no regquirement for the slave to drive the data bus throughout the transfer. The
only requirement isthat the datais driven such that it is valid by the end of the last
BCLK HIGH phase of the transfer.

4.8.14 Arbitration signals

AREQx - Bus request

AREQXx istherequest signal from amaster to the arbiter which indicatesthat the master
requires the bus. Each master has an AREQx signal, which changes during the HIGH
phase of BCLK.

AGNTx - Bus grant

The grant signal from the arbiter to a bus master indicates that the bus master is
currently the highest priority master requesting the bus. Thereisan AGNTx signal for
each bus master in the system.
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It isimportant to note that AGNTx does not indicate which master is currently granted
the bus. Instead, it shows which master is currently the highest priority and at the
completion of atransfer, asindicated by BWAIT LOW, the master which has AGNT x
asserted is granted the bus.

AGNTX is changed by the arbiter during the LOW phase of BCLK and remains valid
through the HIGH phase.

When AGNTX is HIGH, the master must:
. drive theBTRAN signals durindBCLK HIGH
. become granted wheBWAIT is LOW.

BLOK - Bus lock

BLOK is the shared bus lock signal. This signal indicates the following transfer is
indivisible from the current transfers and no other bus master should be given access t
the bus.

A master must always drive a valid level on BieOK signal when granted the bus,
even if the master is not performing any transfers. This is necessary to ensure the
arbitration process can continue.

If BLOK is LOW the arbiter will grant the highest priority master requesting the bus.
If BLOK is HIGH the arbiter will keep the same master granted.

BLOK is sampled by the arbiter during the LOW phasB®f K and it must be valid
such that the arbiter can generate VAIBEINTx outputs before the rising edge of
BCLK.BLOK is ignored by the arbiter during the bus master handover cycle.
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4.9 About the ASB AMBA components

This section describes each of the elementsin an AMBA system and provides the
generic timing parameters that are required to analyze an ASB-based AMBA design.

The following notation is used for the timing parameters:
. Tis - input setup time

. Ti, - input hold time

. T,y - output valid time

. Ton - output hold time.

Unless otherwise stated, the timing parameters apply to both the rising and falling edges
of the signal. Tristate enable and disable times are not explicitly specified. All tristate
disable times must be less than a pha®QifK to prevent a bus clash occurring. In
certain cases the tristate enable time may need to be factored in to the output valid time
if the enabling of the tristate driver is the dominant factor.
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4.10 ASB bus slave

An ASB bus daverespondsto transfersinitiated by bus masters within the system. The
slave usesaDSEL select signal from the decoder to determine when it should respond
to abustransfer. All other signals required for the transfer, such as the address and
control information, will be generated by the bus master.

The decoder greatly simplifies the slave interface and removes the need for the slaveto
understand the different types of transfer that may occur on the bus.

4.10.1 Interface diagram

Figure 4-26 shows an ASB bus slave interface.

Select DSEL

Address BA[31:0] BWAIT

and ASB

control BWRITE BERROR Transfer
P slave ™ response
BSIZE[1:0] [BLAST
Reset BnRES

SNRES
Clock BCLK ] I@‘> Data

Figure 4-26 ASB bus slave interface

4.10.2 Bus slave interface description

The bus ave interface is described in terms of:
. Transfer response

. Data on page 4-48.

Transfer response

A slave must provide a transfer response in the LOW phaB€loK whenDSEL is
asserted. Using tBWAIT, BERROR andBLAST signals one of the following
responses must be generated.

WAIT The transfer must be extended before it can complete.
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DONE The transfer has completed successfully.

LAST Thetransfer has completed successfully, but the slaveisunableto
accept further burst transfers or amemory boundary has been
reached.

ERROR The transfer has not completed successfully. The error condition
will be signalled to the bus master so that it is aware the transfer
has not completed correctly.

RETRACT Thetransfer has not yet completed, so the bus master should retry

thetransfer. The RETRACT responseisused by aslaveto prevent
the bus from being locked up by atransfer which may take many
cyclesto complete.

Many slaves will only use the WAIT and DONE responses and in this case, when a
transfer response is supplied, both BERROR and BLAST will be LOW.

When the slave is not selected, asindicated by DSEL LOW, the transfer response
signals must be tristate. The response signals must also be tristate during reset.
Data

The dlaveinterfaceisimplemented asasimple state machine, operating from thefalling
edge of the clock to determine when data transfer can occur. During reset the state
machine entersthe NOT_SELECTED state (see Figure 4-27).

DSEL

NOT_SELECTED g SELECTED

IDSEL

Figure 4-27 ASB slave bus interface state machine

For write transfers the slave samples the data on the falling edge of the clock when in
the SELECTED state. If required, the slave may extend the transfer using the transfer
response signals described above.

For read transfersthe slave must drive the data bus during the last clock HIGH phase of
the transfer.

If thetransfer isextended, by theinsertion of wait cycles, thenthe slave may either drive
the data bus during the additional cyclesof the transfer, or aternatively it may leavethe
data bus tristate until the last phase of the transfer.
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To avoid the slave having to determine whether the transfer is SEQUENTIAL or
NONSEQUENTIAL itisusually simpler to design aslave which does not drivethe data
bus during the first phase of any transfer.

During reset or when the slaveisNOT_SEL ECTED the data bus must be tristate.

4.10.3 Timing diagrams

The timing parameters related to an access to an ASB bus slave are shown in
Figure 4-28.

BCLK

BnRES
Trres ~— = Tisnres
DSEL /
~—Tisdsel _| | _ Tihdsel -

BA[31:0] Address
Tisa — —  k-Tiha
BWRITE
BSIZE[1:0] Control
Tisctl f— —{  k=Tihctl

Tclkl Tclkh

BD[31:0] \
Write %)ata
Tisdw — —
— = Tihdw
BD[31:0] \
Read %)ata
Tovdr = —
— = Tohdr

BWAIT

BERROR

BLAST
Tovresp T Tohresp

Figure 4-28 ASB slave transfer
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4.10.4 Timing parameters

The timing parameters related to an ASB bus slave are given for input signalsin
Table 4-6 and for output signalsin Table 4-7. Bidirectional signals can befoundin both

tables.

Table 4-6 ASB slave input parameters

Parameter

Description

T

BCLK LOW time

Takh

BCLK HIGH time

Tisnres

BNnRES de-asserted setup to rising BCLK

Ti hnres

BNnRES de-asserted hold after falling BCLK

Tisdsel

DSEL setupto falling BCLK

Tihdse

DSEL hold after rising BCLK

Tisa

BA[31:0] setup to falling BCLK

Tiha

BA[31:0] hold after rising BCLK

Tistl

BWRITE and BSIZE[1:0] setup to falling BCLK

Tinet

BWRITE and BSIZE[1:0] hold after rising BCLK

Tisow

For write transfers, BD[31:0] setup to falling BCLK

Tindw

For write transfers, BD[31:0] hold after falling BCLK

Table 4-7 ASB slave output parameters

Parameter

Description

Tovresp

BWAIT, BERROR and BLAST valid after falling BCLK

Tohr&sp

BWAIT, BERROR and BLAST hold after rising BCLK

Tovdr

For read transfers, BD[31:0] valid after rising BCLK

Tohdr

For read transfers, BD[31:0] hold after falling BCLK
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Note

If the bus slave is designed such that the decoder, address and control signals are all
sampled on the falling edge of BCLK then an entire phase of input hold timeis
guaranteed by the bus protocol.

Y ou can ensure that an entire phase of hold timeis provided on the databus by inserting
an extrawait state into the transfer.
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4.11 ASB bus master

An ASB bus master hasthe most complex businterfacein an AMBA system. Typically
an AMBA system designer would use predesigned bus masters and therefore would not
need to be concerned with the detail of the bus master interface.

A bus master interface may also include a slave interface, either for test or for
programming the operation of the bus master. In such cases a number of the interface
signals will become shared between the master interface and slave interface.

4.11.1 Interface diagram

Theinterface diagram of an ASB bus master shows the main signal groups.

AREQ :
BLOK Arbiter
Arbiter AGNT
rant
9 BTRAN[1:0] Transfer type
BWAIT ASB BA[31:0]
E— master Address
Transfer BERROR BWRITE and
response
P BLAST BSIZE[1:0] control
BPROT[1:0
Reset ~ BnRES | Emm—
Clock ~ BCLK | BD[31:0] > Data

Figure 4-29 ASB bus master interface diagram

4.11.2 Bus master interface description

The bus master interface consists of two state machines:
. the first state machine determines if the master is currently granted the bus

. the second, more complex, state machine is used to control the bus interface of
the master.
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GRANTED state machine

The GRANTED state machine is used to determine whether or not the bus master has
been granted the bus. It is synchronized to the rising edge of BCLK and has only two
states, GRANTED and NOT_GRANTED. The state diagram is shown in Figure 4-30.

BWAIT + IAGNT BWAIT + AGNT

IBWAIT & AGNT

.

GRANTED

NOT_GRANTED
(GRANTED = 1)

(GRANTED = 0)

-t

IBWAIT & !AGNT

Figure 4-30 Bus master granted state machine

The output from the state machineisthe GRANTED signal, which isused in the main
bus master state machine.

Note

The AGNT signal may be asserted for a number of clock cycles, but it is only when
AGNT isasserted and BWAIT isLOW that the bus master actually becomes
GRANTED.

An important design consideration is that the state machine may be asynchronously
reset into either state depending on the value of the AGNT signal. During reset one bus
master in the system is set as the default bus master, asindicated by AGNT being
asserted during reset, and will be reset into the GRANTED state. All other bus masters
will be reset into the NOT_GRANTED state.
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4.11.3 Bus interface state machine

The main businterface state machine is falling edge triggered and contains six states.
The entire state diagram, shown in Figure 4-32, is quite complex but can be considered

in four quadrants as shown in Figure 4-31:

NO TRANSFER TRANSFER
REQUEST REQUEST
NOT GRANTED NOT GRANTED
NO TRANSFER TRANSFER

REQUEST REQUEST
GRANTED GRANTED

Figure 4-31 Bus interface state machine quadrants

The TRANSFER REQUEST GRANTED quadrant contains three states, which handle

bus turn around and the RETRACT operation.

Thetwo internal bus master signals, GRANTED and REQUEST, control the majority

of the transitions around the state diagram (see Figure 4-32):

. GRANTED is generated from the simpler state machine described above

. REQUEST is generated directly by the bus master.

REQUESTis asserted HIGH when the bus master requires a transfer on the bus and is
LOW when the bus master does not need access to the bus.

The only time when a transition around the state diagram is not controlled by
GRANTED and REQUEST is when the bus master is in the ACTIVE state. In this state
the transition to the next state is determined by the transfer response that is received.
WAIT, DONE, LAST, ERROR and RETNEXT shown in the diagram correspond to the

encodings of the transfer response signals.
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NO TRANSFER REQUEST TRANSFER REQUEST

|
|
NOT GRANTED } NOT GRANTED
|
|
IGRANTED & |
IREQUEST | IGRANTED
IGRANTED & REQUEST
IDLE I »  HOLD
A GRANTED &
REQUEST
GRANTED &
IREQUEST
IGRANTED  IGRANTED D
IGRANTED &
REQUEST
IGRANTED &
IREQUEST
¥
ACTIVE RETRACT
BUSIDLE | GRANTED & REQUEST —
|
GRANTED & GRANTED & IREQUEST GRANTED & REQUEST
L IREQUEST | )
|

IGRANTED & !REPUEST IGRANTED & REQUEST

NO TRANSFER REQUEST } TRANSFER REQUEST
GRANTED } GRANTED

Figure 4-32 Bus master main state machine

Note that the state diagram assumes that once the bus master has made a request for a
transfer, asindicated by REQUEST, then REQUEST will remain asserted until the bus
master has performed atransfer.

Asthe main bus master state machine is operating from the falling edge of the clock it
isnecessary to uselatched versions of thetransfer responsesignalsBWAIT, BERROR
and BLAST to control the exit from the ACTIVE state.

The reset conditions are not shown on the state diagram and, in asimilar manner to the
granted state machine, the main bus master state machine has a complex reset term. If
AGNT isasserted during reset, when BNnRES is LOW, the bus master isthe default bus
master and enters the BUSIDLE state. However, if AGNT is not asserted during reset
then the bus master enters the IDLE state.
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Table 4-8 indicates the actions that must occur in each state.

Table 4-8 Actions that must occur in each state

Name Description Actions
IDLE The master does not Internal BTRAN iSADDRESS-ONLY .
require the bus and is not Master clock is enabled.
granted. Master address bus is tristate.
Master data busis tristate.
BUSIDLE The master does not Internal BTRAN asindicated by master.

require the bus, but has

Master clock is enabled.

been granted anyway. Master address bus enable is generated from
GRANTED signal.
Master data busis tristate.
HOLD The master requires the Internal BTRAN iSADDRESS-ONLY .
bus, but has not been Master clock is disabled.
granted. Master address busis tristate.

Master data busistristate.

HANDOVER  This state provides bus
turnaround when changing
between different bus

Internal BTRAN is SEQUENTIAL.
Master clock is disabled.
Master address bus enable is generated from

masters. GRANTED signal.
Master data bus istristate.
ACTIVE Active state when data Internal BTRAN asindicated by master.
transfers occur. Master clock enableis derived from BWAIT

Exiting this state is
dependent on the transfer
response.

Master address bus enable is generated from
GRANTED signal.

Master data bus enable is enabled if awrite
transaction.

RETRACT Retract state, where the
rest of the elementsin the
system see the transfer
finish, but the bus master

is not advanced.

Internal BTRAN isADDRESS-ONLY.
Master clock is disabled.

Master address bus enable is generated from
GRANTED signal.

Master data bus enable is enabled if awrite
transaction.

BTRANTJ1:0] tristate drivers are enabled when AGNT and BCLK are both HIGH.

Master address bus enableis used to control thetristate enable of BA[31:0], BWRITE,
BSIZE[1:0], BPROT][1:0] and BLOK. Master data bus enable is used to control the
tristate enable of BD[31:0].
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4.11.4 Bus master timing diagrams

The following diagrams show the timing parameters related to an ASB bus master
operating in an AMBA system:

. Figure 4-33 shows afSB bus master nonsequential transfer

. Figure 4-34 shows afSB bus master sequential transfer on page 4-58

. Figure 4-35 shows aASB master address-only transfer on page 4-59

. Figure 4-36 showASB bus master arbitration and reset signals on page 4-60.

w

BTRAN[1:0] } N-TRAN <<:>74
Tovtr = —1{ [~Tohtr
BA[31:0] Nonsequential
Nonsequential address
Tovan — -+ Toha —

TL

BWRITE
BSIZE[1:0]
BPROT[1:0]

Nonsequential
control

Tovctin Tohctl —|

BD[31:0]

\
Write Data
Tovdwn —| Tohdw—» —
BD[31:0]
Read Data
Tisdr e
BWAIT
BERROR {Respor
BLAST Titesp # al
—  Tihresp
Start of transfer End of transfer

Figure 4-33 ASB bus master nonsequential transfer

For the NONSEQUENTIAL transfer, shown in Figure 4-33, the address and control
signals become valid in ti®CL K HIGH phase before the start of the transfer. An
important feature of the AMBA protocol is to allow for poor output valid times on
NONSEQUENTIAL transfers, which is provided through the automatic insertion of a
wait state at the start of every NONSEQUENTIAL transfer by the decoder.
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BCLK 1 1 4/
BTRAN[1:0] } sxmnﬁigi{ >7
T ohtr

Tovtr = [— .

BA[31:0] Sequential
Sequential address

Tovas —| — Toha = |

BWRITE :
BSIZE[1:0] S?:(E)L:\?Potllal
BPROT[1:0]

Tohctl —+ |«—

BD[31:0]

. Data
Write

Tovdws —| — Tohdw—  |—

BD[31:0]
Read

Tisdr

BWAIT
BERROR {Respor
esp 4

BLAST -

= Tihresp

Start of transfer End of transfer

Figure 4-34 ASB bus master sequential transfer

A SEQUENTIAL transfer has different timing parameters for the address and control
signal valid times (see Figure 4-34). In atypical bus master, the output valid times for
SEQUENTIAL transferswill be far better than for NONSEQUENTIAL transfers. The
output hold times for address, control and data are identical and independent of the
transfer type.

The other difference between the SEQUENTIAL and NONSEQUENTIAL transfersis
that during a SEQUENTIAL transfer the data may be driven during the first phase of
the transfer and hence the data valid parameter is specified from the falling edge of
BCLK.
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For an ADDRESS-ONLY transfer the address and control signals may bedrivenin the

clock HIGH phase before the start of the transfer, or in the case of bus master handover

may only be driven during the clock LOW phase of thetransfer itself (see Figure 4-35).

Theaddressand control valid timing parameters are only relevant when the ADDRESS-
ONLY transfer isfollowed immediately by a SEQUENTIAL transfer and in this case

the address and control signals must be driven such that they are valid during the LOW
phase of the ADDRESS-ONLY transfer, which in turn meansthey are valid throughout
the clock HIGH phase that precedes the SEQUENTIAL transfer.

BCLK \ / \ /
BTRAN[1:0] } A-TRAN
Tovtr— = —J Tontr

BA[31:0]
address-only >< Address
—1{ [Tovaa
BWRITE
BSIZE[1:0]
BPROT[1:0] >< Control
BLOK — [=Tovctla
BWAIT
BERROR {DONE}
BLAST . esA JL
— |+~ Tihresp
Start of transfer End of transfer

Figure 4-35 ASB master address-only transfer
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Figure 4-36 shows ASB bus master arbitration and reset signals.

BCLK I
BnRES
Tihnres »  — - Tisnres

AGNTx
Tisagnt l— —  |~Tihagnt
AREQx
Tovareq —| —  |~Tohare
BLOK
Tovlok — —  +Tohlok

Figure 4-36 ASB bus master arbitration and reset signals

The BNnRES signal may be asserted asynchronously, so there is no setup and hold
parameter relating to the assertion of the signal. The AREQ signal, which is an output
from the bus master, changes during the HIGH clock phase and the AGNT signal,
which is returned from the arbiter changes during the LOW clock phase.

4.11.5 Timing parameters

Thetiming parametersrelated to an ASB bus master operating in an AMBA system are
also shown in textual form in the following two tables. Table 4-9 details the input
signals. Table 4-10 details output signals. Bidirectional signals can be found in both

tables.
Table 4-9 Bus master input timing parameters
Parameter Description
Tak BCLK LOW time
Tokh BCLK HIGH time
Tisnres BnRES de-asserted setup to rising BCLK
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Table 4-9 Bus master input timing parameters (continued)

Parameter

Description

Ti hnres

BnRES de-asserted hold after falling BCLK

Tisreﬁp

BWAIT, BERROR and BLAST setup to rising BCLK

T hresp

BWAIT, BERROR and BLAST hold &fter rising BCLK

Tisr

For read transfers, BD[31:0] setup to falling BCLK

Tinar

For read transfers, BD[31:0] hold after falling BCLK

Tisagnt

AGNT setup torising BCLK

T hagnt

AGNT hold after falling BCLK

Table 4-10 Bus master output timing parameters

Parameter

Description

BTRAN valid after rising BCLK

BTRAN hold after falling BCLK

For NONSEQUENTIAL transfers, BA[31:0] valid after rising BCLK

For SEQUENTIAL transfers, BA[31:0] valid after rising BCLK

For ADDRESS-ONLY transfers, BA[31:0] valid after falling BCLK

BA[31:0] hold after rising BCLK

For NONSEQUENTIAL transfers, BWRITE, BSIZE[1:0] and
BPROT[1:0] valid after rising BCLK

Tovctl a

For ADDRESS-ONLY transfers, BWRITE, BSIZE[1:0] and BPROT[1:0]
valid after falling BCLK

Tohctl

BWRITE, BSIZE[1:0] and BPROT[1:0] hold after rising BCLK

Tovdwn

For NONSEQUENTIAL write transfers, BD[31:0] valid after rising BCLK

Tovdws

For SEQUENTIAL write transfers, BD[31:0] valid after falling BCLK

Tohdw

For write transfers, BD[31:0] hold after falling BCLK
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Table 4-10 Bus master output timing parameters (continued)

Parameter Description

Toviok BLOK valid after rising BCLK
Tohlok BLOK hold after rising BCLK
Tovareq AREQ valid after rising BCLK
Tohareq AREQ hold after rising BCLK
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4.12 ASB decoder

The decoder in an AMBA system is used to perform a centralized address decoding
function, which gives two main advantages:

. It improves the portability of peripherals, by making them independent of the
system memory map.
. It simplifies the design of bus slaves, by centralizing the address decoding and

bus control functions.

The three main tasks of the decoder are:
. address decoder

. default transfer response

. protection unit.

An ASB decoder generates a select signal for each slave on the ASB bus and, under
certain circumstances, will not select any slaves and provide the transaction response
itself.

The decoder greatly simplifies the slave interface and removes the need for the slave t
understand the different types of transfer that may occur on the bus.

An important feature of the decoder is that it is able to improve the performance of a
system by providing DECODE cycles for address decoding. As the decoder is able to
recognize if the transferis SEQUENTIAL or NONSEQUENTIAL itis a simple task for
the decoder to only add a DECODE cycle when required.

The decoder actually helps to significantly improve the system performance. In a non-
AMBA system the critical path of, for example, a read transfer would be as follows:

1. Address out from master.
2. Address decode to select slave.
3. Data out and response from slave back to bus master.

However, in an AMBA system it is possible to remove the middle stage whenever the
bus master is performing a SEQUENTIAL transfer, because it is known that the slave
that is selected will be the same as the previous transfer. The decoder can use this fa
to improve the system performance by only inserting a wait state for address decoding
when needed, which is for NONSEQUENTIAL transfers. This is known as inserting a

DECODE cycle.

In designs where the clock frequency is low enough that an additional wait state is nof
required for address decoding, then the role of the decoder is simplified.
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The decoder is also used to provide anumber of bus maintenance functions. Firstly, the
decoder can act as a simple protection unit, which can issue an ERROR response to a
bus master which attempts to access an illegal or protected area of the memory map.
The decoder aso provides atransfer response during ADDRESS-ONLY transfers,
when no slave is selected.

4.12.1 Interface diagram

Figure 4-37 shows an ASB decoder.

DSEL1
Transfer type BTRAN[1:0] DSEL1
: Selects
BA[31:0] :
Address DSELn
and BWRITE ASB
decoder
control BSIZE[1:0]
BPROT| 1 :0|
BWAIT
Reset BnRES BERROR Transfer
— - response
Clock BCLK BLAST

Figure 4-37 ASB decoder interface diagram

4.12.2 Decoder description

There are two possible implementations of the decoder, depending on the performance
requirements of the system design:

. The normal implementation of a decoder will include the insertion of DECODE
cycles on NONSEQUENTIAL transfers and to break up burst transfers over
memory boundaries.

. In some system designs, typically with a low clock frequency, the DECODE
cycle will not be required and hence a simpler decoder may be implemented.

4-64 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



AMBA ASB

With decode cycles

The decoder isimplemented as a state machine which operates from the falling edge of
the clock and has four states (see Figure 4-38). During reset the state machine should
enter the ADDRONLY state.

S-TRAN & !DecLast

A-TRAN N-TRAN +

A-TRAN S-TRAN & DeclLast

S-TRAN & DecError
DecError

N-TRAN

ADDRONLY

DECODE

S-TRAN &
IDecError !DecError

A-TRAN &
IWAIT

N-TRAN & !WAIT +
S-TRAN & (LAST + DeclLast)

SLAVESEL

WAIT + RETNEXT +
S-TRAN & (DONE + ERROR + RETRACT) & !DecLast

IWAIT = DONE + LAST + ERROR + RETRACT

Figure 4-38 Decoder state machine with decode
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Transitions around the state machine are controlled by the transfer type for the next
transfer, thetransfer response from the current transfer and two internal decoder signals,
DecL ast and DecError. The WAIT, DONE, LAST, ERROR, RETNEXT and
RETRACT shown on the state diagram correspond to the encodings of the transfer
response signals.

DeclL ast is generated by the decoder when it detects that a SEQUENTIAL transfer is
about to crossamemory boundary and isused in combination withthe external BLAST
signal to force the address to be decoded, even on SEQUENTIAL transfers.

DecError isanother decoder internal signal and is generated when the decoder detects
that:

. there are no slaves present at the address of the transfer
. the transfer is to a protected region of memory
. the alignment of the transfer is not supported by the memory system.

The decoder performs the following functions:

. In the ADDRONLY state:
. speculatively decodes the address
. provides a DONE transfer response duringBid K LOW phase

. assert9SEL x during theBCLK HIGH phase if the transfer type for the
next transfer is S-TRAN and the address is valid.

. In the DECODE state:
. decodes the address
. provides a WAIT transfer response during B@_K LOW phase
. assert9SEL x during theBCLK HIGH phase if the address is valid.

. In the SLAVESEL state:
. the transfer response is driven by the selected slave

. keepsDSEL x asserted while the transfer is waited, or if the next transfer is

SEQUENTIAL and no LAST condition is detected.

. In the ERROR state:
. provides an ERROR transfer response durind3eK LOW phase.
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Without decode cycles

A decoder which does not implement decode cycles has the DECODE state removed.
This simplifies the state diagram, as shown in Figure 4-39.

(N-TRAN + S-TRAN)
& DecError

(N-TRAN + S-TRAN)
& DecError

(N-TRAN + S-TRAN)
& !DecError

(N-TRAN + S-TRAN)

ADDRONLY & 'WAIT & DecError

(N-TRAN + S-TRAN)
& !'DecError

A-TRAN &
IWAIT

SLAVESEL

WAIT + RETNEXT + ((N-TRAN + S-TRAN) & !DecError)

IWAIT = DONE + LAST + ERROR + RETRACT

Figure 4-39 Decoder state machine without decode
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4.12.3 Timing diagrams

BCLK

BnRES

BTRAN[1:0]

BA[31:0]

BWRITE
BPROT[1:0]

DSEL

BWAIT
BERROR
BLAST

The timing parameters for an ASB decoder with DECODE cycles are shown in Figure
4-40. The parametersfor adecoder without DECODE cycles are shown in Figure 4-41.
The main difference between the two diagrams is that when DECODE cycles are not
inserted then the timing of the DSEL signal becomes dependent on the address and

control signal timing.

o
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I Tisnres
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Contrs
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Xk
Xk

Decode
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Tovresp —|
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Slave
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Tisresp
Tohresp
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Figure 4-40 ASB decoder with decode cycles
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4.12.4 Timing parameters

der \

nse L
Tihresp

\» Tohdsel

Figure 4-41 ASB decoder without decode cycles

The timing parameters related to an ASB decoder are given in the following tables:
Table 4-11 is for input signals
Table 4-12 is for output signals

Table 4-13 is for combinatorially generated outputs.
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Table 4-11 ASB decoder input parameters

Parameter

Description

T

BCLK LOW time

Takh

BCLK HIGH time

Tisnres

BnRES de-asserted setup to rising BCLK

Ti hnres

BnRES de-asserted hold after falling BCLK

Tistr

BTRAN setup to falling BCLK

Titr

BTRAN hold after falling BCLK

Tisresp

BWAIT, BERROR and BLAST setup to rising BCLK

T hresp

BWAIT, BERROR and BLAST hold after rising BCLK

Table 4-12 ASB decoder output parameters

Parameter

Description

Tovresp

BWAIT, BERROR and BLAST valid after falling BCLK

Tohram

BWAIT, BERROR and BLAST hold after rising BCLK

Tovdsel

DSEL valid after rising BCLK

Tohdsel

DSEL hold after rising BCLK

Table 4-13 ASB decoder combinatorial parameters

Parameter

Description

Tirdsel

Delay from valid BTRAN to valid DSEL

Tadsel

Delay from valid BA to valid DSEL

Tetidsel

Delay from valid BWRITE and BPROT([1:0] to valid DSEL
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Therole of the arbiter inan AMBA systemisto control which master has accessto the
bus. Every bus master has atwo wire REQUEST and GRANT interface to the arbiter
and on every cycle the arbiter uses a prioritization scheme to decide which bus master
is currently the highest priority master requesting the bus.

A shared buslock signal, BL OK, driven by the currently granted bus master isused to
indicate that the current transfer isindivisible from the following transfer and no other
master should be granted the bus.

The detail of the priority scheme is not specified and is defined for each application. It
is acceptable for the arbiter to use other signals, either AMBA or non-AMBA, to
influence the priority scheme that isin use.

4.13.1 Interface diagram

Figure 4-42 shows the signal interface of an ASB arbiter.

AREQx1 AGNTx1
Arbiter AREQx2 AGNTx2 Arb'tter
requests grants
AREQx3 AGNTx3
Wait BWAIT ASB
arbiter
lock ~ BLOK | '
Reset BnRES
Clock BCLK

Figure 4-42 ASB arbiter interface diagram

4.13.2 Arbiter description

The bus can be re-arbitrated on every clock cycle. The arbiter sasmples all the request
signals, AREQX, on the falling edge of BCL K and during the LOW phase of BCLK
the arbiter assertsthe appropriate AGNTx signal using theinternal priority scheme and
the value of BLOK.

Asthearbitration can change every cycle, it ispossiblethat during an extended transfer,
the highest priority bus master may change several times before the transfer eventually
completes. The bus master that has AGNT asserted when the transfer completes will
become the next active bus master.
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During bus master handover the BLOK signal is not driven and hence the arbiter must
assume that thissignal isLOW.

The arbiter must retain a copy of which master is currently granted so it can:
. keep the current bus master granteBlLiOK is asserted

. determine when the bus master changes, and so determine when there is a cycle
of bus master handover.

4.13.3 Timing diagrams

Figure 4-43 shows the arbiter timing parameters.

BCLK Y I
BnRES
Tihnres » | — - Tisnres

AREQ

Tisareq — l— —| Tihareq
AGNT
Tovagnt —| — —{  l—Tohagnt

BLOK ><
+ Tlokagnt

BWAIT
BERROR —
BLAST
Tisresp —

Figure 4-43 ASB arbiter parameters

«~ Tihresp
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The timing parameters related to an ASB arbiter are given in the following tables:
. Table 4-14 is for input signals

. Table 4-15 is for output signals

. Table 4-16 is for combinatorially generated outputs.

Table 4-14 ASB arbiter input parameters

Parameter

Description

Taw

BCLK LOW time

Takh

BCLK HIGH time

Tisnres

BNnRES de-asserted setup to rising BCLK

Ti hnres

BNnRES de-asserted hold after falling BCLK

Tisareq

AREQ setup to faling BCLK

T hareq

AREQ hold after rising BCLK

Tisresp

BWAIT setup torising BCLK

T hresp

BWAIT hold after rising BCLK

Table 4-15 ASB arbiter output parameters

Parameter

Description

Tovagnt

AGNT valid after falling BCLK

Tohagnt

AGNT hold after falling BCLK

Table 4-16 ASB arbiter combinatorial parameters

Parameter

Description

TIokagnt

Delay from valid BLOK to valid AGNT
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Chapter 5
AMBA APB

This chapter introduces the Advanced Microcontroller Bus Architecture (AMBA)
Advanced Peripheral Bus (APB) specification in the following sections:

About the AMBA APB on page 5-2

APB specification on page 5-4

About the APB AMBA components on page 5-7

APB bridge on page 5-8

APB dave on page 5-11

Interfacing APB to AHB on page 5-14

Interfacing APB to ASB on page 5-20

Interfacing rev D APB peripheralsto rev 2.0 APB on page 5-22.
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5.1 Aboutthe AMBA APB

The Advanced Peripheral Bus (APB) is part of the Advanced Microcontroller Bus
Architecture (AMBA) hierarchy of buses and is optimized for minimal power
consumption and reduced interface complexity.

The AMBA APB should be used to interface to any peripherals which are low-
bandwidth and do not require the high performance of a pipelined bus interface.

Thelatest revision of the APB ensuresthat all signal transitions are only related to the
rising edge of the clock. Thisimprovement means the APB peripherals can be
integrated easily into any design flow, with the following advantages:

. performance is improved at high-frequency operation

. performance is independent of the mark-space ratio of the clock

. static timing analysis is simplified by the use of a single clock edge
. no special considerations are required for automatic test insertion

. manyApplication-Specific Integrated Circuit (ASIC) libraries have a better
selection of rising edge registers

. easy integration with cycle based simulators.

These changes to the APB also make it simpler to interface it to thadvemced
High-performance Bus (AHB).
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AMBA APB

An AMBA-based microcontroller typically consists of a high-performance system
backbone bus, able to sustain the external memory bandwidth, on which the CPU and
other Direct Memory Access (DMA) devices reside, plus a bridge to a narrower APB
bus on which the lower bandwidth peripheral devices arelocated. Figure 5-1 showsthe
APB in atypical AMBA system.

High-performance High-bandwidth

High-bandwidth
Memory Interface

ARM processor on-chip RAM

B | | UART || Timer |
R

AHB or ASB | APB
D
G
E ’ Keypad ‘ ’ PIO ‘

DMA bus

master APB bridge

AMBA Advanced Peripheral Bus (APB)

* Low power

* Latched address and control
* Simple interface

* Suitable for many peripherals

Figure 5-1 The APB in a typical AMBA system

A system bus that includes a Test Interface Controller (TIC) alows modular testing of
both system bus and APB modules.
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5.2 APB specification

The APB specification is described under the following headings:
. Sate diagram

. Writetransfer on page 5-5

. Read transfer on page 5-6.

5.2.1  State diagram

The state diagram, shown in Figure 5-2, can be used to represent the activity of the

peripheral bus.
No transfer
IDLE
PSELx =0
PENABLE =0

Transfer

ENABLE
PSELx =1

PENABLE =1

No transfer Transfer

Figure 5-2 State diagram
Operation of the state machine is through the three states described below:
IDLE The default state for the peripheral bus.

SETUP When a transfer is required the bus moves into the SETUP state,
where the appropriate select sigiR$EL X, is asserted. The bus
only remains in the SETUP state for one clock cycle and will
always move to the ENABLE state on the next rising edge of the
clock.
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ENABLE In the ENABLE state the enable signal, PENABLE is asserted.
The address, write and select signals all remain stable during the
transition from the SETUP to ENABLE state.

The ENABLE state also only lasts for asingle clock cycle and
after this state the bus will return to the IDLE state if no further
transfers are required. Alternatively, if another transfer isto
follow then the bus will move directly to the SETUP state.

It is acceptable for the address, write and select signalsto glitch
during atransition from the ENABLE to SETUP states.

5.2.2 Write transfer

The basic write transfer is shown in Figure 5-3.

T T2 T3 T4 T5
0 S I O N I I e
PADDR XX Addr 1
PWRTE __ []
pseL 1] n
PENABLE /2
PWDATA XX Data 1 XX

Figure 5-3 Write transfer

The write transfer starts with the address, write data, write signal and select signal all
changing after the rising edge of the clock. Thefirst clock cycle of the transfer iscalled
the SETUP cycle. After the following clock edge the enable signal PENABLE is
asserted, and this indicates that the ENABLE cycle istaking place. The address, data
and control signals all remain valid throughout the ENABLE cycle. The transfer
completes at the end of this cycle.

The enable signal, PENABLE, will be deasserted at the end of the transfer. The select
signal will also go LOW, unlessthe transfer is to be immediately followed by another
transfer to the same peripheral.

In order to reduce power consumption the address signal and the write signal will not
change after atransfer until the next access occurs.
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The protocol only requires a clean transition on the enable signal. It is possible that in
the case of back to back transfers the select and write signals may glitch.

5.2.3 Read transfer

Figure 5-4 shows aread transfer.
T1 T2 T3 T4 T5
| |
PADDR XX Addr 1
PWRITE W\
PSEL L] n
PENABLE
PRDATA \ |_Data 1 [}

Figure 5-4 Read transfer

The timing of the address, write, select and strobe signals are al the same as for the
writetransfer. In the case of aread, the slave must provide the dataduringthe ENABLE
cycle. Thedatais sampled on therising edge of clock at the end of the ENABLE cycle.
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5.3 About the APB AMBA components

Thefollowing notation is used for the timing parameters:
. Tis - input setup time

. Tin - input hold time

. Toy - Output valid time

. Ton - output hold time.
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5.4 APB bridge

The APB bridgeistheonly bus master onthe AMBA APB. In addition, the APB bridge
isaso aslave on the higher-level system bus.

5.4.1 Interface diagram

Figure 5-5 shows the APB signal interface of an APB bridge.

PSEL1

PSEL2

: Selects
System bus .
slave interface PSELn

PENABLE Strobe
APB >

bridge

PADDR Address
Read data and
PRDATA control

PWRITE

Reset PRESETn
Clock PCLK PWDATA Write data
— >

Figure 5-5 APB bridge interface diagram

5.4.2  APB bridge description

The bridge unit converts system bus transfers into APB transfers and performs the
following functions:

. Latches the address and holds it valid throughout the transfer.

. Decodes the address and generates a peripheral BSeL). Only one select
signal can be active during a transfer.

. Drives the data onto the APB for a write transfer.
. Drives the APB data onto the system bus for a read transfer.

. Generates a timing strollENABLE, for the transfer.
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5.4.3 Timing diagrams

The timing parameters for an APB bridge are shown in Figure 5-6.

C1 C2
PCLK 1 1 1
PENABLE \ ] F
Tovpen — | l— —{ | Tohpen
PSELXxx
Tovpsel »7 — Tohpsel + |+—
PADDR Address
Tovpa - |— Tohpa— |—
PWRITE
Tovpw —+ — Tohpw —+ +—
PWDATA Data
Tovpwd | - Tohpwd — |—
PRDATA >< Datg
Tisprd —"]  Tihprd

Figure 5-6 APB bridge transfer
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5.4.4  Timing parameters
Thetiming parametersrelated to an APB bridge are given in Table 5-1 for input signals
and Table 5-2 for output signals.
Table 5-1 APB bridge input parameters
Parameter Description
Tk PCLK LOW time
Takn PCLK HIGH time
Tisnres PRESETn de-asserted setup to rising PCLK
Tihnres PRESETn de-asserted hold after rising PCLK
Tisprd For read transfers, PRDATA setup to rising PCLK
Tihprd For read transfers, PRDATA hold after rising PCLK
Table 5-2 APB bridge output parameters
Parameter Description
Tovpen PENABLE valid after rising PCLK
Tohpen PENABLE hold after rising PCLK
Tovpsel PSEL valid after rising PCLK
Tohpsel PSEL hold after rising PCLK
Tovpa PADDR valid after rising PCLK
Tohpa PADDR hold after rising PCLK
Tovpw PWRITE valid after rising PCLK
Tohpw PWRITE hold after rising PCLK
Tovpwd For write transfers, PWDATA valid after rising PCLK
Tohpwd For write transfers, PWDATA hold after rising PCLK
5-10 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A
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5.5 APB slave

APB slaves have asimple, yet flexible, interface. The exact implementation of the
interface will be dependent on the design style employed and many different optionsare
possible.

5.5.1 Interface diagram

Figure 5-7 shows the signal interface of an APB slave.

Select PSELXx
Strobe PENABLE
Address {PADDR
and APB
control | pwrite_ | slave
Reset PRESETn
Clock PCLK |
Write data PWDATA PRDATA > Read data

Figure 5-7 APB slave interface description

5.5.2 APB slave description
The APB slave interfaceis very flexible.

For awrite transfer the data can be latched at the following points:
. on either rising edge ¢f{CLK, whenPSEL is HIGH
. on the rising edge ®#ENABLE, whenPSEL is HIGH.

The select signdSEL x, the addresBADDR and the write signd®WRITE can be
combined to determine which register should be updated by the write operation.

For read transfers the data can be driven on to the data buPWHRIM E is LOW and
bothPSELx andPENABLE are HIGH. WhilePADDR is used to determine which
register should be read.
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5.5.3 Timing diagrams

Thetiming parametersrelated to an accessto an APB bus slave are shown in Figure 5-8.

PCLK

PENABLE

PSELXxx

PADDR

PWRITE

PWDATA

PRDATA

C1 Cc2
Tispen —| f—
— Tihpen
Tispsel —| — Tihpsel - j—
Address
Tispa - f— Tihpa —+ |—
Tispw  — f— Tihpw = j—
Data
Tispwd —| f— Tihpwd = —
>< Data
Tovprd—| — — +Tohprd

Figure 5-8 APB slave transfer
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AMBA APB

Thetiming parameters related to an APB slave are given in Table 5-3 for input signals
and Table 5-4 for output signals.

Table 5-3 APB slave input parameters

Parameter Description

Ta PCLK LOW time

Takn PCLK HIGH time

Tisnres PRESETn de-asserted setup to rising PCLK

Tihnres PRESETn de-asserted hold after falling PCLK

Tispen PENABLE setup to rising PCLK

Tihpen PENABLE hold after rising PCLK

Tispsel PSEL setup to rising PCLK

Tinpse PSEL hold after rising PCLK

Tispa PADDR setup to rising PCLK

Tihpa PADDR hold after rising PCLK

Tispw PWRITE setup to rising PCLK

Tinpw PWRITE hold after rising PCLK

Tispwd For write transfers, PWDATA setup to rising PCLK

Tihpwd For write transfers, PWDATA hold after rising PCLK
Table 5-4 APB slave output parameters

Parameter Description

Tovprd For read transfers, PRDATA valid after rising PCLK

Tohprd For read transfers, PRDATA hold after rising PCLK

ARM [HI 0011A
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5.6 Interfacing APB to AHB

Interfacing the AMBA APB to the AHB isdescribed in:
. Read transfers

. Writetransfers on page 5-16

. Back to back transfers on page 5-18

. Tristate data bus implementations on page 5-19.

5.6.1 Read transfers

Figure 5-9 illustrates a read transfer.

T1 T2 T3 T4 T5

HADDR () Adar 1 X XX
HWRITE |\ [] X
HRDATA () XX \ Yata 1
HREADY [/ W[ |\

= o 2

PADDR O Adar s
PWRITE \\
PSEL L \
PENABLE
PRDATA X Data 1 ()

Figure 5-9 Read transfer to AHB
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HRDATA

HREADY

PADDR

PWRITE

PSEL

PENABLE

PRDATA

AMBA APB

Thetransfer startsonthe AHB at time T1 and the addressis sampled by the APB bridge
at T2. If the transfer is for the peripheral bus then this address is broadcast and the
appropriate peripheral select signal is generated. Thisfirst cycle on the peripheral bus
is called the SETUP cycle, thisis followed by the ENABLE cycle, when the
PENABLE signal is asserted.

During the ENABLE cycle the peripheral must provide the read data. Normally it will
be possible to route this read data directly back to the AHB, where the bus master can
sample it on the rising edge of the clock at the end of the ENABLE cycle, which isat
time T4 in Figure 5-9.

Invery high clock frequency systemsit may become necessary for the bridge to register
the read data at the end of the ENABLE cycle and then for the bridge to drive this back
to the AHB bus master in the following cycle. Although thiswill require an extrawait
state for peripheral bus read transfers, it allows the AHB to run at a higher clock
frequency, thusresulting in an overall improvement in system performance. A burst of
read transfersis shown in Figure 5-10. All read transfers require a single wait state.

T T2 T3 T4 T5 T6 T7 T8 T9 T10 T

LI L_
JOC Adar 1 XX Addr 2 X Addr 3 i Addr 4 X 1
Al A A A il X
X XX [ YData 1)) (Jpata 2)() " )Data 3)] [ )Data 4)
77/ \ WY AL \ WY L | WOy L | GO/ A | W

XX XX Addr 1 )9 Addr 2 XX Addr 3 8 Addr 4 (X

N A A
__ v v v n_
NN
) YData 1) JData 2 JData 3 JData 4)(\

Figure 5-10 Burst of read transfers
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5.6.2 Write transfers

Figure 5-11 shows a write transfer.

T1 T2 T3 T4 T5 T6
| | | | |
HADDR  [J)(_Addr 1Y XX XX XX
HWRITE ] A XX XX XX
Hwoata X XN Daia1 Y X X
HREADY [] V A\ XX X
PADDR K Addr1
PWRITE i
PSEL [J -
PENABLE
PWDATA XX Data 1

Figure 5-11 Write transfer from AHB

Single write transfers to the APB can occur with zero wait states. The bridge is
responsible for sampling the address and data of the transfer and then holding these
values for the duration of the write transfer on the APB.
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A burst of write transfersis shown in Figure 5-12.

T T2 T3 T4 T5 T6 7 T8 To TH0 ™ T2
[ -7 =7 =7 =7 =7 =7 L& [7 [T "1

HADDR J{(Adart Y)Adorz Y)Y Ador3 X___Adars XX XX XX XX
HWRITE [/ v Vv V A\ XX XX XX
HwoATA XX X)(Coata 1 X Data 2 XX Data 3 XX Data 4 XX X XX
HREADY [/ v A 7R\ g Q7 1\ XX XX
PADDR XX___adar X___Adar2 C__Adars XX___adars XX
PWRITE 7 V V V V

PSEL i V V V | L —

PENABLE /O /N
WDATA ) TR ¢ G-I | SRR | GE-TTY S

Figure 5-12 Burst of write transfers

While the first transfer can complete with zero wait states, subsequent transfers to the
peripheral bus will require a single wait state for each transfer performed.

It is necessary for the bridge to contain two address registers, in order that the bridge
can sample the address of the next transfer while the current transfer continues on the
peripheral bus.
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5.6.3 Back to back transfers

Figure 5-13 shows anumber of back to back transfers. The sequence startswith awrite,
which is then followed by aread, then awrite, then aread.

T T2 T3 T4 T5 T6 T7 T8 T9 T10 T T12
M - - -7 =4 = = = > 7 I »5=
HADDR JJ(Addrt Y (Cadarz Y Addr 3 ) Adara XX
mwrme ] 0 W [] ! [1
nwoata X X)(Coata 1 X X)(ata s XX
HroATA S o=z XX o=as XX
HReADY [/ v ! [ V ! [ \
PADDR XX Addr 1 XX Addr 2 XX Addr 3 XX Addr 4
PWRITE [J A [ A
PSELx [ v W g v L
PENABLE /2N A N /A /A U
PWDATA X:X Data 1 X:X Data 3
PRDATA X Yoz XX )( Yoees XX
Figure 5-13 Back to back transfers
Figure 5-13 showsthat if aread transfer immediately followsawrite, then 3 wait states
are reguired to complete the read. In fact, in a processor-based design awrite followed
by aread does not occur frequently as the processor will perform an instruction fetch
between thetwo transfersand it isunlikely that the instruction memory would reside on
the APB.
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5.6.4  Tristate data bus implementations

It is recommended that the AMBA APB isimplemented with separate read and write
data buses, which allows the use of either a multiplexed bus or OR-bus scheme to
interconnect the various slaves on the APB. If atristate bus is used then the read and
write data buses may be combined into asingle bus, as read data and write data never
occur simultaneously.

Figure 5-14 illustrates that no special consideration is required if the databusis
implemented using tristate buffers. If the data busis tristate in the SETUP cycle of a
read transfer and whenever the busisin the Idle state then an entire clock cycle of
turnaround always occurs between different drivers of the data. For bursts of write
transfers there is no turnaround as the bridge will drive datain the SETUP cycle of
every transfer, however thisisperfectly acceptable asthe bridgeisthe only driver of the
data bus for write transfers and therefore no turnaround period is required.

Figure 5-14 shows how theread and write data buses can be successfully combined into
asingletristate data bus.

™ T2 T3 T4 T5 T6 T7 T8 T9 T10 T T12
r 7 7 0 7 7 = 7 7 7 I L
HADDR  JUAdert ) agrz () Addr 3 ) agera Y
HWRITE
HwpatA I oot (X () patas K
HRDATA . K ) oaaz Y W omee XY
HREADY v / \
PADDR 8 Adar 1 [ Adr2 4 Adar3 W Adora
PWRITE I it g 7 A
PSELx [ y U L V \
PENABLE
PWDATA 0 Data 1 4 Data 3
PRDATA I ] oaez [ T Y owas WY
PDATA Data 1 Data 2 Data 3 Deta 4

Figure 5-14 Tristate data bus
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5.7 Interfacing APB to ASB

Interfacing the AMBA APB to the ASB isdescribed in:
. Write transfer
. Read transfer on page 5-21.

57.1 Write transfer

Figure 5-15 illustrates how an interface from ASB to APB can be constructed. The write
transfer can occur with zero wait-states, although an additional wait state is required for
a burst of writes.

BCLK
BA Addr 1 XX

BWRITE \} XX

BD ata
BWAIT i Q Q

PADDR Addr 1

PWRITE

PSEL / A\

PENABLE

PWDATA ((__Data

Figure 5-15 Write transfer from ASB
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5.7.2 Read transfer

Theread transfer will aways require asingle wait state (see Figure 5-16). In systems
with a high clock frequency it may be necessary to insert an additional wait state to
ensure that the read data has adequate time to pass through the bridge and become valid

on the ASB.

BCLK

BA Addr 1 )()(

BWRITE )\ XX
BD ath

BWAIT q Q__\ Q__

PADDR Addr 1
PWRITE \ \
PSEL / \ A\
PENABLE
PRDATA (KData 1

Figure 5-16 Read transfer to ASB
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5.8 Interfacing rev D APB peripherals to rev 2.0 APB

When using a combination of peripherals, some designed to the revision 2.0
specification and others designed to previous revisions, it is recommended that a
revision 2.0 bridgeis used and the earlier version peripheral s are converted for use with
the new bridge.

This section shows how a single revision D peripheral may be converted to the latest
version of the APB. If a number of peripherals are to be converted it is more efficient
to perform the conversion in a single centralized block.

There are two fundamental differences between therev D and rev 2.0 APB
specifications:

. the timing of the strobe signal compared to the enable signal

. the point at which read data is sampled.

To quickly determine whether a peripheral is designed to the rev D or rev 2.0
specification, see if it hasRSTB input (in which case itis rev D) oRENABLE input

(in which case it is rev 2.0). Figure 5-17 shows the two stages that are required to
interface an existing revision D peripheral.

PSEL Lj b a PSTB
PCLK 9 Revision D
compatible
PADDR peripheral
PWRITE
PWDATA Datain Dataout ——p Q PRDATA
BCLK g

Figure 5-17 Interfacing arev D peripheral

Firstly, thePSEL signal may be used to generateSI B signal. A fed-back version of
the PSTB signal can be used to ensure the signal is only asserted for a single clock
cycle.

The second interface stage that may be required is a falling edge triggered register or
transparent latch on the output data (read data) from the peripheral. This is only required
if the peripheral changes the output data after the falling edge.

5-22 © Copyright ARM Limited 1999. All rights reserved. ARM IHI 0011A



Chapter 6

AMBA Test Methodology

This chapter describes the test interface used with AMBA module designs. It contains
the following sections:

. About the AMBA test interface on page 6-2

. External interface on page 6-4

. Test vector types on page 6-6

. Test interface controller on page 6-7

. The AHB Test Interface Controller on page 6-12

. Example AMBA AHB test sequences on page 6-17
. The ASB test interface controller on page 6-25

. Example AMBA ASB test sequences on page 6-27.
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6.1 About the AMBA test interface

The AMBA test philosophy allows individual modulesin the system to be tested in
isolation. Each moduleis designed so it can be tested only using transfers from the bus
and does not rely on the interaction of any other system element. Thereforeit is
necessary to have access to the inputs and outputs of the peripheral that are not directly
connected to the bus and thisis provided by atest harness.

Dedicated o Dedicated
peripheral ——» Application ——» peripheral
) peripheral
inputs outputs
Test t - ) Test
stimuli Bus interface results

Figure 6-1 Peripheral test harness
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A low gate-count Test Interface Controller (TIC) bus master moduleis required in the
system to allow externally applied test vectors to be converted into internal bus
transfers.

The TIC uses aminimal three-wire handshake mechanism to control the application of
test vectors and the data path of the External Bus Interface (EBI) is used to provide a
high speed 32-bit parallel vector interface.

TCLK >
Test
TREQA > Interface Control
TREQB > Controller — Contro
(TIC) b Address
TACK -=
External
TBUS[31:0] < > |nt5#f§ce ) . Data
(EBI)

Figure 6-2 TIC and external bus interface interaction

To support this method of test vector application a 32-bit bidirectional port must be

available during test access. For a system with an external data bus interface of 32-bits
thisis straightforward. 16-bit and 8-bit data bus designs require, for example, 16 or 24
address lines to be reconfigured as bidirectional test port signals for test mode access.
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6.2 External interface

The external test interface consists of:
. a test clock

. three control signals

. a 32-bit test bus.

Only two dedicated signal pins are requiréREQA andTACK) to control the entry
and exit of test mode. The remaining signals can be provided by reusing existing device
pins.

6.2.1  Test bus request A

TREQA is the test bus request A input signal and is required as a dedicated device pin.

During normal system operation thREQA signal is used to request entry into the test
mode. This will cause the test bus to become tristated, allowing test vectors to be
applied.

During test this signal is used, in combination WIREQB, to indicate the type of test
vector that will be applied in the following cycle.

6.2.2  Test bus request B

TREQB is the test bus request B input signal.

During test this signal is used, in combination WiREQA, to indicate the type of test
vector that will be applied in the following cycle.

6.2.3  Test acknowledge

TACK is the test bus acknowledge output signal and is required as a dedicated device
pin.

The test bus acknowledge signal gives external indication that the test bus has been
granted and also indicates when a test access has completedl ¥@i€ris LOW the
current test vector must be extended URBICK becomes HIGH. Th€REQA and
TREQB signals are only sampled by the TIC wighCK is HIGH.

Table 6-1 and Table 6-2 show the operation offREQA, TREQB andTACK
signals. The signals have different functions depending on whether or not test mode has
been entered.

6-4
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6.2.4 Test clock

6.2.5 Test bus

AMBA Test Methodology

Table 6-1 Test control signals during normal operation

TREQA TREQB TACK Description
0 0 0 Normal operation
1 0 0 Enter test mode request
0 1 0 Reserved (for external master request)
- - 1 Test mode entered
Table 6-2 Test control signals during test mode
TREQA TREQB TACK Description
- - 0 Current access incomplete
1 1 1 Address vector, control vector or turnaround vector
1 0 1 Write vector
0 1 1 Read vector
0 0 1 Exit test mode

TCLK isthetest clock input signal.

In test mode, the internal bus clock is driven from the external TCLK source. Thispin
may be the normal clock oscillator source input or a port replacement signal. The
system bus clock must not glitch when switching between normal and test mode.

On entry into test mode the TIC indicatesthat it has switched to the test clock input by
asserting the TACK signal.

TBUS[31:0] isthe 32-bit bidirectional test port.

Thetest busis used as an input to apply address, control and write vectors. For read
vectorsthe test busis used as adevice output. Thetest interface protocol ensuresthat a
turnaround period is always provided when changing the direction of the test bus.

ARM [HI 0011A
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6.3 Test vector types

There are 5 types of test vector associated with the test interface:

address vector
write vector

read vector
control vector
turnaround vector.

Address vector, control vector and turnaround vector are all indicated by the same value
on theTREQA andTREQB signals. The following rules may be used to determine
which type of vector is being applied.

When a single address/control vector is applied it is an address vector.

When a burst of address/control vectors are applied they are all address vectors,
apart from the last which is a control vector.

A read vector, or burst of read vectors, is always followed by a turnaround
vector. This is the only occurrence of the turnaround vector. The ASB version of
the test interface requires a single turnaround vector, while the AHB version
requires two.

6-6
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6.4 Test interface controller

The Test Interface Controller (TIC) is abus master that accepts test vectors from the
external test bus, TBUS[31:0], and initiates bus transfers. The TIC latches address
vectorsand, when required, increments the address to allow read and write bursts of test
vectors.

6.4.1  Test transfer parameters

The default TI1C bus master operation when entering test modeiis:
. 32-hit transfer width
. privileged system access.

This is sufficient for testing many embedded system designs and minimizes the on-chif
test support logic. In the case of systems that require the above control signals to be
dynamically changed, a control vector mechanism is used to update the control signal
within the TIC.

Bit 0 of the control vector is used to indicate if the control vector is valid. Thus, if a
control vector is applied with bit 0 LOW, the vector will be ignored and will not update
the control information. This mechanism allows address vectors which have bit 0 LOW
to be applied for many cycles without updating the control information.

6.4.2 Incremental addressing

In order to support burst accesses using the test interface the TIC may support
incrementing of the bus address. The number of address bits that are incremented is
dependent on the maximum burst access length that is required via the test interface.
This is system-dependent but a typical implementation would use an 8-bit address
incrementer, allowing burst access up to 1kB boundaries using word transfers.

The control vector also provides a mechanism to enable and disable the address
incrementer within the TIC. This allows burst accesses to incremental addresses, as
would be used for testing internal RAM. Alternatively, the address increment can be
disabled, such that successive accesses of a burst occur to the same address, as wo
be required to continually read from a single peripheral register.

If the transfer size is changed dynamically then any address incrementer support for
burst-mode accesses must be able to support increment by byte, halfword and word
offsets, so adaptive address incrementer logic is required.

The address incrementer is disabled by default and must be enabled using a control
vector prior to use.

ARM [HI 0011A
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6.4.3  Entering test mode

In normal operating mode TREQA will be LOW, indicating that test accessis not
required and the test bus will be used as required for normal operation, which will
usually be part of the external bus interface. Entering test mode allows test vectors to
be applied externally that will cause transfers on the internal bus.

The following sequence is required in order to enter test mode:
1. TREQA isasserted to request test bus access.

2. Test mode is entered when the TIC has been granted the internal bus and thisis
indicated by the assertion of the TACK signal.

3. Atthispoint TCLK will become the source of theinternal clock signal.

4.  When test mode has been entered TREQB is asserted to initiate an address
vector.

The TIC will not perform any internal transfers until avalid address vector has been
applied.

A synchronous tester would not be expected to poll TACK for the bus. Normally the
TREQA signal would be asserted for aminimum number of cyclesto guaranteeto gain
access to the bus (completion of the longest wait-state peripheral access or the
maximum number of cyclesfor all bus masters to have completed their current
instruction).

6.4.4 Address vectors

An address vector must be applied before any read or write operations can occur. The
following sequence is required in order to apply an address vector:

1. TREQA and TREQB are both asserted HIGH indicating an address vector next
cycle.

2. Inthenext cyclethe addressis applied to TBUS[31:0], while TREQA and
TREQB change to reflect the type of test vector that will follow.

In some high-speed systemsit may be necessary to apply more than one address vector
in succession, to allow sufficient timefor the addressto propagate from the external test
bus through to the internal address bus. In such a case the TIC can negate TACK for
the first cycle of the address vector, forcing a second cycle of address vector to be

applied.
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6.4.5 Control vector

A control vector isalwaysthelast in asequence of address vectorsand is used to update
control information within the TIC. The sequenceis as follows:

1. TREQA and TREQB are asserted HIGH indicating an address vector next
cycle.

2. Inthenext cyclethe addressis applied to TBUS[31:0]. TREQA and TREQB
both remain HIGH as the control vector will occur in the following cycle.

3. Inthe next cyclethe control information is applied to TBUS[31:0], while
TREQA and TREQB change to reflect the type of test vector that will follow.

4.  Finally the transfer occurs on the internal bus.

It is possible to apply an invalid control vector, by setting bit O of the control vector
LOW. Thiswill not change the control information within the TIC.

6.4.6 Write test vectors

Once test mode has successfully been entered, read and write operations may be
performed through the test interface. In order to perform awrite operation internally it
is necessary to supply an address followed by the write data.

The address used for the write transfer will depend on the preceding vectorsand awrite
vector may occur after any of the following:

. a single address vector

. an address/control vector sequence

. another write test vector, forming a burst of writes

. a turnaround vector after a single read or burst of reads.

When an internal bus transfer is extended by the insertion of wait states this is indicate:
externally by the ACK signal going LOW. During the waited condition fhREQA
andTREQB should change to indicate the vector type that will follow when the current
vector has completed. However, it is important to note that in the case of a write vectol
the data should continue to be applied BUS[31:0].
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6.4.7 Read test vectors

In asimilar manner to write test vectors, read test vectors may follow a number of
different vectors, aslisted below, and the address used for the transfer will depend on
the preceding vectors:

. a single address vector

. an address/control vector sequence

. another read test vector, forming a burst of reads
. a single write or burst of writes.

A read, or burst of reads, must always be followed by a turnaround vector to prevent
bus clash on the externBBUS signals. As for a write vector, if the external transfer is
extended then this is indicated externally byT#eCK signal going LOW. The read
data should not be sampled externally until the internal transfer has completed.

6.4.8 Burst vectors

Multiple write vectors or read vectors may be joined together to form bursts of vectors.
This enables test vectors to be applied at a much faster rate by removing the need for an
address vector to be associated with each read or write vector.

Burst transfers may use either incrementing addresses or static addresses, depending on
whether or not the TIC contains an address incrementer which is enabled. With no
address incrementer the TIC will perform non-sequential transfers to a constant address.

If the TIC does contain an enabled address incrementer then the address used for each
successive transfer will be incremented by the appropriate amount, which is dictated by
the transfer size.

6.4.9 Changing a burst direction

It is possible to change the transfer direction of a burst, from read to write or write to
read.

If changing from read to write it is still necessary to insert a turnaround vector. This will
not load a new address but will internally cause a new burst to be started allowing
internal slaves to observe that the direction of the burst has altered.

6-10
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6.4.10 Exiting test mode
Test modeis exited using the following sequence:

1. Apply asinglecycle of address vector, which ensures any internal transfers have
been completed.

2.  TREQA and TREQB are both driven LOW to indicate that test mode isto be
exited.

3. Whenthetest interface has been configured for normal system operation TACK
will go LOW to indicate that test mode has been exited.

Itisimportant that test mode can be entered and exited cleanly so that diagnostic testing
may be performed during system operation.
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6.5 The AHB Test Interface Controller
The following state diagram illustrates the operation of the TIC.

SyncTREQA != 1

SyncTREQA = 1

TREQA/B = EXIT TREQA/B != ADDR

TREQA/B = ADDR

TREQA/B = ADDR ADDRVEC

TREQA/B = READ TREQA/B = ADDR or

TREQA/B = WRITE
TREQA/B = EXIT

TREQA/B = ADDR or
TREQA/B = EXIT

TREQA/B = READ

READVEC

WRITEVEC

TREQA/B = WRITE TREQA/B = IREAD

TREQA/B = IREAD

TREQA/B = READ

LASTREAD

TREQA/B = WRITE

TURNAROUND

Figure 6-3 Test Interface Controller state diagram

The following points describe the TIC state diagram operation:
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At reset the TIC is in the IDLE state and will not be requesting use of the AHB.
When in the IDLE stat&@ ACK is driven LOW to indicate that the test interface
cannot be used.

The TACK signal is used to control all transactions around the state machine,
except for the transition from IDLE to START. In all other cases the state
machine remains in the same state ifTIAC€K signal is low.

The TREQA signal is used to move from the IDLE state to the START state.
This has been changed from the previous specification, which reqUREQA

to be high an@ REQB to be low, and has the advantage that it is possible to use
just TREQA to move from normal operation into test mode.

In some system implementations it will be necessary to switch from an internal
clock source to an external clo€kCLK which is used during test mode. When
TREQA first goes high this can be used as an indication that the clock source
should be changed and a return signal that indicates when the clock switch has
occurred successfully can be used to prevent the move inBTARE state until

the test clock is in use.

If clock switching is being used then it is possible TREQA is asynchronous

to the on-chip clock before test mode is entered and therefore a synchronizer is
used to generate a synchronized versioRREQA to control the movement

from the IDLE state to the START state.

The START state is used to ensure that the first vector applied is an address
vector to prevent read and write vectors occurring before the address has been
initialized. The START state is only exited WhEREQA/B indicate an address
vector and the following state is ADDRVEC.

In the ADDRVEC state the TIC registers the address o B\@éS. The

ADDRVEC state is used for both address and control vectors, so additional logic
is required to determine whether the valueT®&US should be considered as an
address or as a control vector. If the previous cycle was an address vector and tt
following cycle (as indicated bYREQA/B) is not an address vector then the
current cycle is a control vector.

It is possible to stay in the ADDRVEC state for a number of cycles, but usually
an address vector will be followed by either read or write transfers.

If a write transfer is being performed the TIC moves into the WRITEVEC state
at the same time that it initiates the transfer on the bus and multiple write
transfers can be performed by remaining in the WRITEVEC state. Usually the
WRITEVEC will be followed by an address vector, however it is also possible to
move directly to read transfer by moving to the READVEC state.

ARM [HI 0011A
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. When a read, or a burst of reads is performed the TIC enters the READVEC
state. This state indicates that the TIC is starting a read transfer on the bus and it
is not until the following cycle that the read data will appear. When the
READVEC state is first entered tA@BUS will be tristate, but will become
driven for further cycles in the READVEC state.

. All read vectors must be followed by two turnaround vectors. For the first of
these cycles the TIC will move into the LASTREAD state, during which the last
read of the transfer will complete and will be driven out on to the external
TBUS. During the LASTREAD state no internal transfers will be started and the
TIC will perform| DLE transfers on the bus.

. Following the LASTREAD state the TIC moves into the TURNAROUND state,
during which time the extern@BUS will be tristate. The TURNAROUND state
will usually be followed by an address vector, but it is also possible to go
immediately to a write vector or another read.

. The usual method to exit from test is to return to the ADDRVEC state and then
setTREQA/TREQB both LOW to return to IDLE and effectively exit from test.
In fact, at any point the test mode can be exited by settingTiBHEQA and
TREQB LOW and eventually this will cause the TIC to exit from test.

Note

When applying TIC vectors it is theoretically possible to asseHH@CK output and

then exit from the test. If this happens and then the TIC is granted the bus under normal
operation it will effectively lock up the bus. No protection is provided within the TIC to
prevent this occurrence.

6.5.1 Control vector

A control vector is included within the TIC to determine the types of transfer it can
perform. The control vector is used to set the valuésh¥ E, HPROT andHL OCK.

The default TIC bus master operation when entering test mode is:
. 32-bit transfer width HSIZE[1:0] signifies word transfer

. privileged system acces$PROT[3:0] signifies privileged data access,
uncacheable and unbufferable.

Bit 0 of the control vector is used to indicate if the control vector is valid. Thus, if a
control vector is applied with bit 0 LOW, the vector will be ignored and will not update
the control information. This mechanism allows address vectors which have bit 0 LOW
to be applied for many cycles without updating the control information.
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Although the default settings will be sufficient for testing many embedded system
designs, the control vector can be used both to change the control signals of the transfer
and al so to determine whether the T1C should generate fixed addresses or incrementing
addresses.

Table 6-3 defines the bit positions of the control vector. The control vector bit
definitions are designed to be backwards compatible with earlier versions of the TIC
and therefore not all of the control bits are in obvious positions.

Table 6-3 Control vector bit definitions

Bit . Description
position

0 Control vector valid
1 Reserved

2 HSIZE[0]

3 HSIZE[1]

4 HLOCK

5 HPROT[O]

6 HPROT[1]

7 Addressincrement enable
8 Reserved

9 HPROT[2]

10 HPROT[3]

There is no mechanism to control the types of burst that the TIC can perform and only
incrementing bursts of an undefined length are supported. The TIC only supports 8-bit,
16-bit and 32-bit transfers and therefore HSI ZE[2] cannot be altered and will always
be low.

In order to support burst accesses using the test interface the Test Interface Controller
may support incrementing of the bus address. The TIC increments 8 address bits and
the address range that can be covered by thisincrementer is dependent on the size of the
transfers being performed.

ARM [HI 0011A
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The control vector provides amechanism to enable and disabl e the addressincrementer
within the TIC. This allows burst accesses to incremental addresses, as would be used
for testing internal RAM. Alternatively, the addressincrement can be disabled such that
successive accesses of aburst occur to the same address, as would be required to
continually read from a single peripheral register.

If HSIZE[1:0] is changed dynamically then any addressincrementer support for burst-
mode accesses must be able to support increment by byte, halfword and word offsets,
so adaptive address incrementer logic is required.

The address incrementer is disabled by default and must be enabled using a control
vector prior to use.

Note

The control vector is primarily used to change signals which have the same timing as
the address bus. However the control vector also allows the lock signal to be changed,
whichisactually required before the locked transfer commences. If theHL OCK signal
isused during testing it should be set atransfer beforeit isrequired. This differencein
timing on the HLOCK signal may in some cases cause an additional transfer to be
locked both before and after the sequence that should in fact be locked.

6-16
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6.6 Example AMBA AHB test sequences

Example AHB test sequences are described under the following headings:

Entering test mode

Write test vectors on page 6-19

Read transfers on page 6-20

Control vector on page 6-21

Burst vectors on page 6-22

Read-to-write and write-to-read on page 6-23
Exiting test mode on page 6-24.

6.6.1 Entering test mode

In normal operating modEREQA will be LOW, indicating that test access is not
required and the test bus will be used as required for normal operation, which will
usually be part of the external bus interface. Entering test mode allows test vectors to
be applied externally that will cause transfers on the internal bus.

The following sequence, as illustrated in Figure 6-4, is required in order to enter test

mode:

1. TREQA is asserted to request test bus access.

2.  Test mode is entered when the TIC has been granted the internal bus and this i
indicated by the assertion of thR&CK signal.

3. Atthis pointTCLK will become the source of the intertdCLK signal.

4.  When test mode has been entefr®&EQB is asserted to initiate an address
vector.

5.  The TIC will not perform any internal transfers until a valid address vector has

been applied.

ARM [HI 0011A
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TCLK

TREQA

TREQB

TACK

TBUS[31:0]

A synchronous tester is not expected to poll TACK for the bus.

T4

T6

(C

2

(C

P

(C

 ——

[/

P2
(C

A
(C

)

\ 4

g Testbus .

4 Address .

e

A

-

available *

Figure 6-4 Test start sequence

Normally the TREQA signal is asserted for a minimum number of cyclesto guarantee

access to the bus (completion of the longest wait-state peripheral access or the
maximum number of cyclesfor all bus masters to have completed their current

instruction).
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HCLK
TREQA
TREQB
TACK
TBUS[31:0]

HTRANS[31:0]

HADDR([31:0]

HBURST[2:0]
HWRITE
HSIZE[2:0]
HPROT[3:0]

HWDATA[31:0]

HREADY

T

AMBA Test Methodology

Write test vectors

Figure 6-5 shows the sequence of events when applying a set of write test vectors.
Initially an address vector is applied and thisis followed by awrite test vector.

T2 T3 T4 T5 T6 T7 T8

A\

[

X:X Addr X:X Addr

XX IDLE X:X IDLE

X

Control

X

X:X Data1 X:X Data3

Iy &= 5 &= o= &= o= oo Iy

AR BARAA

V V

Address_» < Write > <

vector vector

L —

> Write

vector

V

B 4_Address -

vector

Write
vector

A < == = =

Figure 6-5 Write test vector

The following points apply when writing test vectors:

The TREQA andTREQB signals are pipelined and are used to indicate what
type of vector will be applied in the following cycle. Figure 6-5 shows an
example of a number of write transfers being performed.

The TIC samples the address aREQA/B signals at time T3. Following this it
can initiate the appropriate transfer on the AHB.

In the following cycle the write data is driven on to THeUS and it is then
sampled on the following clock edge, T4, and driven on to the internal bus.

If the internal transfer is not able to complete thenmh€K signal is driven low
and this indicates that the external test vector must be applied for another cycle.

ARM [HI 0011A
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6.6.3 Read transfers

Read transfers are more complex because they require the TBUS to be drivenin the
opposite direction and therefore additional cycles are required to prevent bus clash
when changing between different drivers of TBUS. Figure 6-6 shows atypical test

sequence for reads.
HCLK | | | | | | | | | |
TREQA__]] ! A A i V V y v U 0C
TREQB__ [/ v v v v v V V At [ 0C
tack_ [T v v L V V V V
TBUS[31:0]___ Y\ oo ) Ree Y N (Ressz YT ) Reaos )——{) rcress Y _we YO
HTRANS[31:0] )\ Y oe f)(wonsea Y sea N _see X X X J)(vonsea TN
HADDR[31:0] Y X I T X XX XX 0~ 0C
HWRITE )Y XX 0\ A A [ XX XX [
e e
HRDATA[31:0] Y JX ) O reaa XX W re Y reass Y XX XX 0C
weay vV vV vV W g ¥ ¥ T T

Figure 6-6 Read test vector
The following points apply when reading test vectors:

. The TREQA andTREQB signals are used in the same way as for a write
transfer. Initially, TREQA/B are used to apply an address vector, in the
following cycle they are used to indicate that a read transfer is required. For the
first cycle of a read th€BUS must be tristate, which ensures that the external
equipment drivingf BUS has an entire cycle to tristate its buffers before the TIC
will enable the on-chip buffers to drive out the read data.

. At the end of a burst of reads it is also necessary to allow time for bus
turnaround. In this case the TIC must turn off the internal buffers and an entire
cycle is allowed before the external test equipment starts to drive.

. The end of a burst of reads is indicated by GAREQA andTREQB being
HIGH, as for an address vector. In fact they must indicate address vector for two
cycles, which allows for both the turnaround cycle at the start of the burst and
also the turnaround cycle at the end of the burst.
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TBUS[31:0]

HTRANS[31:0]

HADDR[31:0]

HWDATA[31:0]

AMBA Test Methodology

Control vector

The operation of the TIC may be modified by the use of a control vector. Whenever
more than one address vector is applied in succession then the last vector is considered
to beacontrol vector and isnot latched asthe address. Bit O of the control vector isused
to determine whether or not the control vector should be considered valid, which allows
multiple address vectors to be applied without changing the control information,

Figure 6-7 shows the process of inserting a control vector.

T T2 T3 T4 T5 T6

Hetk _ [ ] | | | | |
TREQA [/
TREQB [/

Tack XX

1 B> <

Addr XX Control XX Write1 XX Write2 XX Addr
IDLE XX IDLE XX NONSEQ XX SEQ XX IDLE

SIS ESIEERS

HBURSTI[2:0]
HWRITE
HSIZE[2:0]
HPROT[3:0]

S & 2 2 2

) —)
/A —

Address’¢ Control’ < Write > < Write >

vector vector vector vector

Data2

ARSRRAR

HREADY Z /

b = =
b = = =

Address
vector >

Figure 6-7 Control vector

At time T4 the TIC can determine that the TBUS contains a control vector. Thisis
because the previous cyclewas an address vector and TREQA/B areindicating that the
following cycleis either aread or awrite and therefore the current cycle must be a
control vector.
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6.6.5 Burst vectors

The examples of read and write transfersin Figure 6-5 on page 6-19 and Figure 6-6 on
page 6-20 also show how additional transfers can be used to form burst transfers on the
bus. The TIC has limited capabilities for burst transfers and can only perform
undefined-length incrementing bursts.

The TIC contains an 8-bit incrementer and if an attempt is made to perform a burst
which crosses the incrementer boundary then the address will wrap and the TI1C will
signal thetransfer asNONSEQUENTIAL. The exact boundary at which thiswill occur
isdependent on the size of thetransfer. For word transferstheincrementer will overflow
at 1kB boundaries, for halfword transfers it will overflow at 512-byte boundaries and
for byte transfers the overflow will occur at 256-byte boundaries.
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6.6.6 Read-to-write and write-to-read

It is possible to switch between read transfers and write transfers without applying a

new address vector. Usually this would be done with the address incrementer disabled,
so that both the read transfers and the write transfers would be to the same address. Itis
also possible to do thiswith the incrementer enabled if the test circumstances requireit.

HoLK __ [ | | | | | | L[
wmeea  f7 Q| V V A\ XC
TREQB ___]] V V A I 0C

Tack ] v v v v

TBUS[31:0] pgar [ Y Reas [J———H{)  wie

HTRANS[31:0] oie Y vonsea

XX A
W\ [l
XX Control
XX
XX
Add V

—»4— Read —»
vector

s

IDLE IDLE XX NONSEQ

X:X A+4
i

HADDR[31:0]

HWRITE

o=
S &= 3

HBURST[2:0]
HSIZE[2:0]
HPROT[3:0]

HRDATA[31:0]

Read data

o=

55 53 3 23 &3 &3 o
;:;:r;:;:§2<§:;:
SSSRESE

HWDATA[31:0]

HREADY / /

= &= &
= =

V

t oo oo oo o |

XX
XX XX Write data
V

Write —»

Figure 6-8 Read then write transfers

When moving from aread transfer to awrite transfer it is also necessary to alow the
two cyclesfor bus handover and therefore TREQA and TREQB should signal address
vector for two cyclesafter theread. Thiswill not cause the addressto be changed unless
it isfollowed by athird address vector. Figure 6-8 illustrates the sequence of events.

ARM [HI 0011A © Copyright ARM Limited 1999. All rights reserved. 6-23



AMBA Test Methodology

6.6.7  Exiting test mode
Test modeis exited using the following sequence:

1.  Apply asingle cycle of address vector, which causes an IDLE cycle internally,
which ensures any internal transfers have been completed.

2.  TREQA and TREQB are both driven LOW to indicate that test mode isto be
exited.

3. Whenthetest interface has been configured for normal system operation TACK
will go LOW to indicate that test mode has been exited.

It isimportant that test mode can be entered and exited cleanly so that the TIC can also
be used for diagnostic test during system operation, as well as production testing.
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6.7 The ASB test interface controller

Figure 6-9 shows the ASB test interface controller state diagram.

ITREQA TREQA &
TREQB

TREQA

v

NORMAL
OPERATION

ADDRESS OR
CONTROL

~

ITREQA & !ITREQB

TREQA &
ITREQB

TREQA &
TREQB

ITREQA &
TREQB

ITREQA &
TREQB

ITREQA & TREQB

ADDRESS OR
CONTROL

=‘ READ

TREQA &
ITREQB
TREQA & ITREQA &
TREQB TREQB
A J
TREQA & !TREQB ‘
- TURNAROUND
TREQA &
TREQB

Figure 6-9 Test interface controller state diagram

TREQA and TREQB are sampled onthefalling edgeof TCLK when TACK isHIGH,
except inthe NORMAL OPERATION state where TREQA is used asynchronously to
transition into the ADDRESS OR CONTROL state. The reset stateis NORMAL
OPERATION.

6.7.1 Control vector bit definitions

A control vector isincluded within the TIC to determine the types of transfer it can
perform. The control vector is used to set the values of BSIZE, BPROT and BLOK
and to control address incrementing.

Byte 0 of the control packet is used to define the access that will occur on the internal
system bus. Byte 1 of the control packet is reserved for clock control and debug.

Table 6-4 shows the control vector bit assignments.
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Table 6-4 Control vector bit definitions

Bit position  Description

0 Control vector valid

1 Reserved

2 BSIZE[0]

3 BSIZE[1]

4 BLOK

5 BPROT[0]

6 BPROT[1]

7 Address increment enable
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6.8 Example AMBA ASB test sequences

Example ASB test sequences are described under the following headings:

Entering test mode

Address vectors on page 6-28

Control vectors on page 6-29

Write test vectors on page 6-31
Changing burst direction on page 6-36
Exiting test mode on page 6-37.

6.8.1 Entering test mode

Test mode is entered, as shown in Figure 6-10, using the following sequence:

1.
2.

TREQA is asserted to request test bus access.

Test mode is entered when the TIC has been granted the internal bus and this i
indicated by the assertion of tR&CK signal.

At this pointTCLK will become the source of the interiBCLK signal.

When test mode has been entéef&EQB is asserted to initiate an address
vector.

Test bus Test bus Address
requested available vector

A

TCLK

\

»
\ .

ol L

»
\ .

TREQA

TREQB

TACK

TBUS

qe \

Address x
Iq / \
)

Figure 6-10 Test start sequence
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6.8.2 Address vectors

An address vector must be applied before aread or write operation can occur. Figure
6-11 shows an example of a single address vector followed by awrite vector, the
following sequence occurs:

1. TREQA and TREQB are both asserted HIGH to indicate an address vector next
cycle.

2. Inthe next cyclethe addressis applied, while TREQA and TREQB changeto
indicate the type of test vector that will follow. During this cycle the address
appears on the address bus.

3. Inthe next cycle the write (or read) vector is applied.

Cco C1 Cc2

AT o U e B o

TREQA

|
\
—

TREQB

|

—
P—
—

TACK

TBUS X Address X Write 1

vector vector

BTRAN[1 :O]J—@ \ H
BA X:X A ><
] =

Figure 6-11 Address vector

—

N-TRAN

—
—
—

_

BD
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6.8.3 Control vectors

A control vector must always follow an address vector. Figure 6-12 shows an address
and control vector sequencefollowed by awrite vector. The following sequence occurs:

1. TREQA and TREQB both remain HIGH after the address vector has ended to
indicate a control vector next cycle.

2. Inthe next cycle control information is applied to TBUS[31:0], while TREQA
and TREQB changeto reflect the type of test vector that will follow. During this
cycleany internal signals, which have been affected by the control vector, will
change.

co C1 Cc2

S T S T o W o e O
TREQA / \
TREQB / \ /

TACK
TBus | e ) e e )
BTRAN[1 0] > A—TRAN> A—TRAN> N-TRAN>

[ _
o 0 : X
o

BD

Figure 6-12 Control vector

| S—
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Figure 6-13 shows an exampl e of atransfer following aninvalid control vector. The TIC
performsa SEQUENTIAL transfer on theinternal bus because the control signals have

not changed.

TCLK 4\

Co

_

C1

—

Cc2

oS

TREQA

TREQB

TACK

TBUS

BTRAN[1:0]

I

Address
vector

—

Write
vector

Control
vector

—
—

A-TRAN

S—]
——

—

/ A-TRAN
\

—

S-TRAN

—
S

S

BA

L

BSIZE

BD

| —

Figure 6-13 Invalid control vector
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6.8.4 Write test vectors

Figure 6-14 shows an example of asingle write vector following asingle address vector.

Co C1 C2

w L
TREQA / \
TREQB / \ /

TACK
Taus | e [ e )
BTRAN[1:0] :> A-TRAN> N-TRAN> > [:
BA X:X A X
BD 7\ Write \ /7 I
7/ |_cete )f (N

Figure 6-14 Write test vectors
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Figure 6-15 shows an example of extended write vectors following a single address

vector.
L U N T A e Y B e
TREGA /
TREGB / /
Tack V]
eus | i ) e ) e ]
R e L e S e U
BA I A |
e

Figure 6-15 Extended write test vectors
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Figure 6-16 shows an example of a single address vector, followed by a single read
vector and terminated with a single turnaround vector.

Co c2 C3 C4

o B S A U R e
S

TREQA

TREQB / \

TACK
TBUS X Address
vector vector

BTRAN[1:0] :> A—TRAN> N-TRAN> -TRAN>
BA ><:>< A ><
8D =D

Figure 6-16 Read test vector

ARM IHI 0011A © Copyright ARM Limited 1999. All rights reserved. 6-33



AMBA Test Methodology

Figure 6-17 shows SEQUENTIAL transfers to non-incrementing addresses.

Cco C1 c2 C3 C4 C5

L T A Y U R S R A N

TREQA

|
\

TREQB

|
\
—

TACK \ \ N
Taus | e ) b | 2 I
e I I e I

- o
o | B s

BWATT g L L mﬁf

Figure 6-17 Burst write vectors with increment disabled
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Figure 6-18 shows SEQUENTIAL transfers to incrementing addresses.

co

|

C1

I

Cc2

_

C3

I

C4

|

C5

|

TREQA

|
\

TREQB

—]

TACK
TBUS X Address X Write 1 X Write 2 X Write 3 X Write 4 [
vector vector vector vector vector
BTRAN[1 :0] >—< A-TRAN >—< N-TRAN > S—TRAN> < S-TRAN >—< S-TRAN >—@>»
BA X:X A X A+4 X A+8 X A+12 X
Bni\ Write 1 \ / Write 2 Write 3 Write 4
/ \ data / data data data

Figure 6-18 Burst write vectors with increment enabled
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6.8.5 Changing burst direction
Figure 6-19 below shows a burst changing direction from read to write.
Cco C1 c2 C3 Cc4
TCLK WI I / / /
TREQA /
TREQB \
TACK
( Read Read Writs Writ
TBUS — X vecica)r‘l X X vecetgr2 << VeC:l)?‘I X vec[l)reZ
BTRAN[1:0] \ S-TRAN\ A-TRAN\ -TRAN\ / S-TRAN >—< S-TRAN >7
| ) S R \
BA A X A+4 X A+8 X A+C X
N R Read Wit Writs
oo b g ) oE b am ) aem—
Figure 6-19 Changing burst direction
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6.8.6  Exiting test mode

Figure 6-20 shows an exit from test mode.

Cc2 C3 C4

BN

Cco

TCLK WI

TREQA

TREQB

W/Lg

TACK \

vector vector

TBUS 7<< Write X Address

—

Normal operation

\

1 Write
BD data

BTRAN[1:0] 7>—@> @> E> E> E
BA A X >

L

Figure 6-20 Exiting test mode
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